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Many applications in decision-making use a dynamic optimization framework to model a system evolving uncertainly in discrete time, and an agent who chooses actions/controls from a set of available choices in order to minimize a suitable cost function. An important aspect of model formulation is the choice of input parameters. These are traditionally estimated from historical data and prior domain knowledge, and treated as known quantities in the decision-making process. This approach ignores any estimation errors or misspecification in the problem data, leading to potentially suboptimal solutions. Robust optimization addresses this issue by treating the parameters themselves as unknown quantities, known only to lie within some set of plausible values called the 'uncertainty set'. The decision-maker then follows a conservative approach and minimizes a 'worst-case' cost over all possible values of the parameter. Problems of this nature are the subject of this dissertation.

The first chapter provides a background on infinite-horizon Markov decision processes (MDPs) and the Newsvendor model. MDPs are sequential decision-making problems with infinitely many decision epochs. At the end of every epoch, the next state of the system is prescribed via a transition probability depending on the current state and the action chosen. The robust formulation allows for these transition probabilities to be unknown, and the decision-maker minimizes the maximum expected total discounted cost. A detailed analytical treatment of robust MDPs with bounded immediate costs, along with robust versions of the
the standard solution methods of value iteration and policy iteration, is available in the literature. However, these methods cannot be implemented when the state-space is countable. Further, no theoretical framework is available for the case when costs are unbounded. These issues are addressed in Chapters 2 to 4. The Newsvendor model is a classical framework for inventory management over a finite horizon under demand ambiguity, and a robust formulation described in Chapter 5 circumvents the issue of assuming distributional information on this demand.

Robust nonstationary MDPs: In the second chapter, I consider an infinite-horizon robust MDP for which immediate costs are time-dependent but uniformly bounded, and the uncertainty sets vary with time. The state- and action-spaces are assumed to be finite. The optimal value function can be obtained from the robust Bellman equations [28], but the nonstationarity of the data results in an infinite system of equations to be solved. I provide a policy iteration algorithm which uses finite-dimensional approximations to policy evaluation and policy improvement, so that each step of the algorithm requires a finite amount of memory and computation, and as such, can be used in practice. These approximations are chosen adaptively to guarantee that the algorithm achieves sufficient improvement in each iteration, so that the values of the policies generated by the algorithm monotonically converge pointwise to the optimal. The policies converge subsequentially to an optimal policy.

Robust countable-state MDPs with bounded costs: In the third chapter, I generalize the above setup to solve robust stationary MDPs with countable state-spaces. Immediate costs as well as the uncertainty sets are time-invariant in this case. The costs are non-negative and bounded, and the action-spaces are finite. In this case as well, an as-is execution of the existing policy iteration method is not possible, owing to three main reasons. The first issue arises due to the countable nature of the state-space that necessitates the solution of an infinite system of equations, and is addressed via state-space truncation. The other two complications arise from the nonlinearity of the robust evaluation operator and
the need for solving the so-called inner problems to arbitrary accuracy. These are addressed by successive approximation and a careful selection of uncertainty sets. Thus, I present an approximate policy iteration algorithm that can be used in practice. Value functions of the policies generated by the algorithm converge to the optimal, while the policies themselves converge subsequentially to an optimal policy. Robust MDPs with interval uncertainty sets, robust MDPs with bounded state-transitions, and a robust equipment replacement model are presented as examples where the algorithm can be implemented.

Robust countable-state MDPs with unbounded costs: The third chapter further widens the scope by allowing the immediate cost functions to be unbounded. A theoretical treatment of these MDPs is not available in the literature, and I develop such a framework here. Standard assumptions for unbounded-cost MDPs are generalized to the robust case. The robust Bellman operator is shown to be a $J$-step contraction mapping, which guarantees the existence of a unique solution to the robust Bellman equations. Optimality of the robust Bellman equations is also established.

## A robust multi-period newsvendor model with inventory balance constraints:

In the fourth chapter, I study a different approach to dynamic optimization by means of an application in inventory control. A seller managing the inventory of a single product over multiple periods must determine the optimal order quantity per period in the face of uncertain demand. This problem is solved via a newsvendor model, and the optimal solution is a function of the purchase, shortage and holding costs as well as the revenue earned per unit. Here, I formulate a robust multi-period newsvendor model to address the ambiguity in demand, and the seller maximizes his 'worst-case' total profit. Closed-form expressions for robust optimal order quantities are provided, and their relationship with various cost parameters is analyzed. Explicit optimal solutions to the inner-problems are obtained for a large class of uncertainty sets. Additionally, a numerical comparison of the robust model with a stochastic one is presented for benchmarking.
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## Chapter 1

## BACKGROUND

### 1.1 Markov decision processes

Markov decision processes (MDPs) model a large class of sequential decision-making problems under uncertainty [35]. A system evolves in discrete time and the beginning of each time-period is called a decision epoch. The total number of epochs can be finite or infinite, and the corresponding MDPs are called finite-horizon and infinite-horizon, respectively. The latter model systems that do not have a predefined time of extinction. In this case, the epochs are indexed by $t \in\{0,1,2, \ldots\}$. At each epoch, the system occupies a state $s \in \mathcal{S}$, where $\mathcal{S}$ is the set of all possible states. A decision-maker observes the current state and chooses an action $a$ from a set $\mathcal{A}$ of available choices. Once an action has been chosen, the system advances to a new state $s^{\prime} \in \mathcal{S}$ according to a transition probability distribution $p(\cdot \mid s, a)$ that depends on the current state $s$ and the action chosen $a$. This transition incurs a cost $c\left(s, a, s^{\prime}\right)$. Different cost criteria can be employed to measure performance, and the expected total discounted cost criterion is one of the most common. Here, the cost incurred in period $t$ is discounted by a factor $\lambda^{t}$ for some constant $\lambda \in(0,1)$. A (Markovian deterministic stationary) policy is a rule that assigns an action to each possible state. The decision-maker's objective is to find a policy that minimizes the expected total discounted cost over the infinite horizon.

For example, in a queueing model, the state can be be the number of jobs waiting in a queue, and the action would be the number of jobs accepted for service. In an inventory management model, the state can be defined as the current inventory level and the action would be the order quantity. Other common applications include scheduling, medical treatment planning, and transportation [16].

Cost is minimized by solving Bellman's equations of dynamic programming

$$
\begin{equation*}
v^{*}(s)=\inf _{a \in \mathcal{A}} \sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, \pi^{k}(s)\right)\left[c\left(s, \pi^{k}(s), s^{\prime}\right)+\lambda v^{*}\left(s^{\prime}\right)\right], \quad s \in \mathcal{S} . \tag{1.1}
\end{equation*}
$$

Here, $v^{*}: \mathcal{S} \rightarrow \mathbb{R}$ is the optimal value function. An optimal policy, if it exists, is constructed by choosing an action from the argmin set in (1.1) for each state. Therefore, solving an MDP amounts to solving the system of equations in (1.1), and this is done primarily by three methods - policy iteration, value iteration, and linear programming. In this dissertation, we restrict our attention to policy iteration.

### 1.2 Policy iteration

Policy iteration is standard method for solving MDPs [26]. The algorithm starts out with an arbitrary initial policy $\pi^{1}$. Then, in very iteration $k=1,2, \ldots$, the following steps are executed.

1. Policy evaluation: This step computes $v^{\pi^{k}}(s)$, the expected total discounted cost incurred under policy $\pi^{k}$ when the system is initially in state $s$. The function $v^{\pi^{k}}$ : $\mathcal{S} \rightarrow \mathbb{R}$ is called the value function of $\pi^{k}$. We have

$$
\begin{equation*}
v^{\pi^{k}}(s)=\sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, \pi^{k}(s)\right)\left[c\left(s, \pi^{k}(s), s^{\prime}\right)+\lambda v^{\pi^{k}}\left(s^{\prime}\right)\right], \quad s \in \mathcal{S} . \tag{1.2}
\end{equation*}
$$

2. Policy improvement: Once the value of the current policy has been computed, a new policy is constructed as follows.
(a) For each state-action pair $(s, a)$, compute

$$
\begin{equation*}
\gamma^{\pi^{k}}(s, a)=\sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, a(s)\right)\left[c\left(s, a(s), s^{\prime}\right)+\lambda v^{\pi^{k}}\left(s^{\prime}\right)\right]-v^{\pi^{k}}(s) . \tag{1.3}
\end{equation*}
$$

The term $\gamma^{\pi^{k}}(s, a)$ determines the improvement in total discounted cost if action
$a$ is chosen in state $s\left(\right.$ instead of that prescribed by $\left.\pi^{k}\right)$. Therefore, $\gamma\left(s, \pi^{k}(s)\right)=0$ for all $s$. A negative value of $\gamma(s, a)$ indicates that action $a$ is a better choice in state $s$ since it leads to a reduction in overall cost.
(b) Maximum improvement - The algorithm then identifies a state-action pair $\left(s^{k}, a^{k}\right)$ which gives the largest reduction in overall cost, by choosing

$$
\begin{equation*}
\left(s^{k}, a^{k}\right)=\underset{s \in \mathcal{S},}{\operatorname{argmin}} a_{\in \mathcal{A}} \gamma^{\pi^{k}}(s, a) . \tag{1.4}
\end{equation*}
$$

(c) Policy update - If $\gamma^{\pi^{k}}\left(s^{k}, a^{k}\right) \geq 0$, it implies that the total cost cannot be improved any further, and the current policy must be optimal.

Otherwise, a new policy $\pi^{k+1}$ is constructed by choosing action $a^{k}$ in state $s^{k}$ and keeping all other actions the same. That is, $\pi^{k+1}\left(s^{k}\right)=a^{k}$ and $\pi^{k+1}(s)=\pi^{k}(s)$ for all $s \neq s^{k}$.

The above steps are repeated in every iteration until an optimal solution has been found. When the state- and action-spaces are finite, this algorithm discovers an optimal policy in a finite number of iterations (see Theorem 6.4.2 in [35]). The general policy iteration algorithm allows for actions across multiple states to be updated in each iteration. The method described above is the so-called 'simple' version of policy iteration where an action in only one state is updated in each iteration. Simple policy iteration is easier to implement and has been proven to exhibit strongly polynomial complexity [46].

### 1.3 Robust Markov decision processes

In the traditional study of MDPs as described above, the state-transition probabilities are treated as model parameters known a priori to the decision-maker. In practice, however, statistical estimates of these probabilities are obtained from historical data and used as a proxy for the true distributions. The resulting estimation errors are not accounted for, which may lead to potentially suboptimal solutions. Robust MDPs try to address this
limitation by assuming that the transition probabilities are ambiguous and known only to lie in an "uncertainty set" of plausible distributions. In particular, for each state-action pair $(s, a)$, there is a set $\mathcal{P}_{s}^{a}$ of probability distributions over $\mathcal{S}$ such that $p(\cdot \mid s, a) \in \mathcal{P}_{s}^{a}$. The objective then is to minimize the worst-case expected total discounted cost over all transition probabilities from these uncertainty sets. When the immediate costs $c\left(s, a, s^{\prime}\right)$ are assumed to be uniformly bounded over all states $s, s^{\prime}$ and actions $a$, it has been shown in [28] and nilim that the optimal value function $v^{*}$ is the solution of a robust counterpart of Bellman's equations. That is,

$$
v^{*}(s)=\sup _{p(\cdot \mid s, a) \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, \pi^{k}(s)\right)\left[c\left(s, \pi^{k}(s), s^{\prime}\right)+\lambda v^{*}\left(s^{\prime}\right)\right], \quad s \in \mathcal{S}
$$

Variants of policy iteration and value iteration for solving robust MDPs have been described in [28], where it is also noted that the linear programming formulation does not have a natural robust extension. Once again, we will focus on policy iteration.

Robust policy iteration: The main idea behind policy iteration remains the same in the robust variant. The algorithm starts with an arbitrary initial guess for an optimal policy. In the $k$-th iteration, $k=1,2, \ldots$, the worst-case value function for the current policy is computed via the equation

$$
v^{\pi^{k}}(s)=\sup _{p \in \mathcal{P}_{s}^{\pi^{k}(s)}} \sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, \pi^{k}(s)\right)\left[c\left(s, \pi^{k}(s), s^{\prime}\right)+\lambda v^{\pi^{k}}\left(s^{\prime}\right)\right], \quad s \in \mathcal{S} .
$$

Similarly, the most improving state-action pair $\left(s^{k}, a^{k}\right)$ is determined by a robust counterpart of Equations (1.3) and (1.4), as defined below.

$$
\left(s^{k}, a^{k}\right)=\underset{s \in \mathcal{S}, a \in \mathcal{A}}{\operatorname{argmin}} \sup _{p \in \mathcal{P}_{s}^{\pi^{k}(s)}} \sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, a(s)\right)\left[c\left(s, a(s), s^{\prime}\right)+\lambda v^{\pi^{k}}\left(s^{\prime}\right)\right]-v^{\pi^{k}}(s)
$$

Then, if the current policy is found to be suboptimal, it is updated in state $s^{k}$ as before, and the algorithm proceeds to the next iteration. Once again, [28] establishes that the algorithm finds an optimal policy in a finite number of steps if $\mathcal{S}$ and $\mathcal{A}$ are finite. Convergence in the countable-state case, however, has not been established. Moreover, the theoretical framework does not apply when the immediate costs are unbounded. These issues are addressed in Chapters 2-4 of this dissertation.

### 1.4 Newsvendor model

Chapter 5 explores a different approach to dynamic optimization by way of an application in inventory management. Consider a seller managing the inventory of a single product. He must decide how much of a product to order in every period $j=1,2, \ldots, n$ over some (finite) horizon. Let $d_{j} \geq 0$ be the demand for this product in the $j$-th period, and let $q_{j} \geq 0$ be the amount of new product that the seller purchases in the same period. If the demand in any period exceeds the current inventory level, it is backlogged and the seller seeks to satisfy it in a future period, but this incurs a shortage cost $s$ per unit. On the other hand, any surplus inventory can be utilized later as well, but the seller pays a holding cost of $h$ per unit. As such, the decision in any period must account for its future consequences. If $c \geq 0$ and $r \geq 0$ are the purchase cost and sale revenue per unit respectively, the profit function is given by

$$
\Pi(q, d)=\underbrace{r \min \left\{\sum_{j=1}^{n} q_{j}, \sum_{j=1}^{n} d_{j}\right\}}_{\text {Total revenue }}-\underbrace{\left(\sum_{j=1}^{n} c q_{j}+\max \left\{h I_{j},-s I_{j}\right\}\right)}_{\text {Total cost }} .
$$

Here, $I_{j}=\sum_{i=1}^{j} q_{i}-d_{i}$ is the inventory at the end of period $j$, assuming that there is no initial inventory. The seller seeks to find optimal order quantities in order to maximize his total
profit over the $n$ periods. This is achieved by solving the following linear program.

$$
\begin{array}{ll}
\min _{q \geq 0} & \sum_{j=1}^{n} y_{j} \\
\text { s.t. } & y_{j} \geq\left(h+\delta_{j n} c\right) \sum_{i=1}^{j}\left(q_{i}-d_{i}\right), j=1, \ldots, n, \\
& y_{j} \geq\left(s+\delta_{j n}(r-c)\right) \sum_{i=1}^{j}\left(d_{i}-q_{i}\right) j=1, \ldots, n,
\end{array}
$$

where $\delta_{j n}$ is the kronecker delta which takes the value 1 when $j=n$, and 0 otherwise. This is easy to solve if the demand is known, which is unrealistic in practice. The true demand is almost never known a priori. Trasditionally, this is resolved by assuming that the demand is a random variables with known distribution. This gives rise to the classical stochastic newsvendor model, and optimal order quantities are recovered through stochastic optimization techniques. As before, this approach is prone to suboptimality due to estimation errors; robust optimization addresses this limitation. A robust newsvendor model for worstcase profit maximization appears in Chapter 5.

## Chapter 2

## POLICY ITERATION FOR ROBUST NONSTATIONARY MARKOV DECISION PROCESSES

### 2.1 Introduction

Nonstationary MDPs ${ }^{1}$ are a generalization of stationary MDPs, where the problem data are no longer assumed to be time-invariant [17, 19, 25]. An asymptotically convergent simple policy iteration algorithm for "nominal" (i.e., non-robust) MDPs was developed recently in [22]. That paper also analyzed in detail a close connection between this simple policy iteration and an infinite-dimensional simplex method. In this chapter, we develop a solution method for robust nonstationary MDPs.

The classic policy iteration algorithm was extended to the robust case in [28]. For finitestate, finite-action, stationary MDPs, it discovers a robust optimal policy in a finite number of iterations. This result was proven in [28] by invoking Theorem 6.4.2 from [35]. In fact, the policy iteration algorithm in [28] was presented for robust countable-state stationary MDPs. Hence, it is, in principle, applicable to nonstationary MDPs because, as shown in [22], nonstationary MDPs can be viewed as a special case of countable-state stationary MDPs by appending the states with a time-index. An "as is" execution of this algorithm, however, is not possible for countable-state or for nonstationary MDPs because it would call for infinite computations in both the policy evaluation and policy improvement steps of every iteration. Specifically, an implementable and provably convergent version of policy iteration is currently not available for robust nonstationary MDPs. We develop such an algorithm in this paper.

[^0]The key idea in our approach is that it proposes finitely implementable approximations of policy evaluation and simple policy improvement with steepest descent. These approximations are designed adaptively such that the resulting sequence of policies has monotonically decreasing costs. Moreover, the cost-improvement in consecutive iterations is large enough to guarantee convergence to optimality (see [22] for a counterexample of a nonstationary MDP where simply guaranteeing a cost-improvement in each iteration is not enough for convergence to optimality). These statements are made precise in the next two sections. We focus on the simple version of policy iteration to keep notation at a minimum, but our algorithm and proof of convergence can be generalized to a full version without technical difficulty. The only change needed in this full version is that instead of choosing a single period-state pair for updating an action, we select each pair that provides a sufficient improvement.

### 2.2 Problem setup and algorithm

Consider a nonstationary MDP with decision epochs $n=1,2, \ldots$. At the beginning of each period $n$, the system occupies a state $s \in \mathcal{S}$, where $\mathcal{S}=\{1,2, \ldots, S\}$ is a finite set. A decision-maker observes this state and chooses an action $a \in \mathcal{A}$, where $\mathcal{A}=\{1,2, \ldots, A\}$ is also a finite set. Given that action $a$ was chosen in state $s$ in period $n$, the system makes a transition to state $s^{\prime}$ at the beginning of period $n+1$ with probability $p_{n}\left(s^{\prime} \mid s, a\right)$, incurring a nonnegative and bounded cost $0 \leq c_{n}\left(s, a, s^{\prime}\right) \leq c$ for some bound $c$. This process continues ad infinitum, starting the first period in some initial state $s_{1} \in \mathcal{S}$. A (deterministic Markovian) policy $\pi$ is a mapping that prescribes actions $\pi_{n}(s)$ in states $s \in \mathcal{S}$ in periods $n \in \mathbb{N}$. The decision-maker's objective is to find a policy that simultaneously (for all $s \in \mathcal{S}$ and all $n \in \mathbb{N}$ ) minimizes the infinite-horizon discounted expected cost incurred on starting period $n$ in state $s$. The single-period discount factor is denoted by $0 \leq \lambda<1$. We note, as an aside, that it is not possible in general to finitely describe the input data needed to completely specify a nonstationary MDP. It is therefore standard in the literature to assume the existence of a "forecast oracle" that, when queried by supplying a positive integer $m$, returns the cost and probability data for the first $m$ periods. We work in this paper with
nonstationary MDPs defined in this manner and refer the reader to [17, 20, 22] for detailed discussions of this issue. Following the language of robust optimization, we will call the problem described in this paragraph a nominal nonstationary MDP.

In the above nominal MDP, the transition probabilities $p_{n}\left(s^{\prime} \mid s, a\right)$ are assumed to be known. Robust nonstationary MDPs account for estimation errors in these transition probabilities by instead assuming that for each state-action pair $(s, a)$ in period $n$, the (conditional) probability mass function $(\operatorname{pmf}) p_{n}(\cdot \mid s, a)$ of the next state is only known to lie in some nonempty compact set $\mathcal{P}_{n, s}^{a}$. This set is called the uncertainty set and it is a subset of the probability simplex $\mathcal{M}(\mathcal{S})=\left\{q \in \mathbb{R}_{+}^{S} \mid q_{1}+\ldots+q_{S}=1\right\}$. Specifically, robust nonstationary MPDs pursue an adversarial modeling approach where the adversary, also often called "nature", observes the state $s$ in period $n$ as well as the action $a$ chosen there by the decision-maker and then selects a $\operatorname{pmf} p_{n}(\cdot \mid s, a)$ from the uncertainty set $\mathcal{P}_{n, s}^{a}$. As per the standard "rectangularity assumption", nature's pmf selection in $n, s, a$ is assumed to be independent of the history of previously visited states and actions and also of the actions chosen in other states (see $[28,33]$ ). The decision-maker's objective is to find a policy that simultaneously (for all $s \in \mathcal{S}$ and all $n \in \mathbb{N}$ ) minimizes the "worst-case" (with respect to all possible adversarial choices) infinite-horizon discounted expected cost incurred on starting period $n$ in state $s$.

This finite-state, finite-action robust nonstationary MDP can be equivalently viewed as a robust stationary MDP with the countable state-space $\mathcal{S} \times \mathbb{N}$ by appending states $s$ with the time-index $n$. Let $v_{n}^{*}(s)$ denote the decision-maker's minimum worst-case cost, against all adversarial policies, on starting period $n \in \mathbb{N}$ in state $s \in \mathcal{S}$. The functions $v_{n}^{*}: \mathcal{S} \rightarrow \mathbb{R}_{+}$are called robust optimal cost-to-go functions, and according to the theory of robust countablestate stationary MDPs from [28], they are unique solutions of the Bellman's equations

$$
\begin{equation*}
v_{n}^{*}(s)=\min _{a \in \mathcal{A}}\{\underbrace{\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{*}\left(s^{\prime}\right)\right]\right)}_{\text {inner problem }}\}, \tag{2.1}
\end{equation*}
$$

for $s \in \mathcal{S}$ and $n \in \mathbb{N}$. Actions that achieve the outer minima in the above equations define a robust optimal policy. Similarly, the infinite-horizon expected discounted cost incurred by implementing a policy $\pi$ starting in state $s$ in period $n$ is denoted by $v_{n}^{\pi}(s)$. These costs-to-go are characterized by the infinite system of equations

$$
\begin{equation*}
v_{n}^{\pi}(s)=\max _{p_{n}\left(\cdot \mid s, \pi_{n}(s)\right) \in \mathcal{P}_{n, s}^{\pi_{n}(s)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, \pi_{n}(s)\right)\left[c_{n}\left(s, \pi_{n}(s), s^{\prime}\right)+\lambda v_{n+1}^{\pi}\left(s^{\prime}\right)\right]\right), s \in \mathcal{S}, n \in \mathbb{N} \tag{2.2}
\end{equation*}
$$

For the robust nonstationary MDP described above, an "as is" execution of robust policy iteration from [28] would roughly amount to the following algorithm. Start with an initial policy $\pi^{1}$. In iteration $k \geq 1$, solve the infinite system of equations in (2.2) to obtain the cost-to-go function $v^{\pi^{k}}$ of policy $\pi^{k}$. This is the policy evaluation step. Then, update policy $\pi^{k}$ to a new policy $\pi^{k+1}$ that prescribes an action from the set

$$
\begin{equation*}
\underset{a \in \mathcal{A}}{\operatorname{argmin}}\left\{\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\pi^{k}}\left(s^{\prime}\right)\right]\right)\right\} \tag{2.3}
\end{equation*}
$$

in each state $s \in \mathcal{S}$ in each period $n \in \mathbb{N}$. This is the policy improvement step. Unfortunately, both these steps require infinite computations, rendering this algorithm unimplementable.

We remedy the above situation by proposing approximate implementations of policy evaluation and simple policy improvement. Specifically, in the policy evaluation step of the $k$ th iteration, the cost-to-go function of policy $\pi^{k}$ is approximated by the cost-to-go function of an $m(k)$-horizon truncation of that policy. In the simple policy improvement step of the $k$ th iteration, an action is updated in state $s(k)$ in period $n(k)$ somewhere in the first $m(k)$-periods via the steepest descent rule applied to this cost-to-go function approximation. In order to guarantee that all actual infinite-horizon costs $v_{n}^{\pi^{k+1}}(s)$ of the resulting new policy $\pi^{k+1}$ improve upon the actual infinite-horizon costs $v_{n}^{\pi^{k}}(s)$ of the old policy $\pi^{k}$, the truncation-length $m(k)$ is chosen adaptively via an iterative procedure such that the corresponding steepest improvement in the $m(k)$-horizon cost-approximations is
large enough. In fact, the discussion in [22] and a counterexample in [23] show that even in the context of nominal nonstationary MDPs, it is not enough (for value convergence to optimality) to simply ensure that $\pi^{k+1}$ improves upon $\pi^{k}$; it is essential to guarantee that the improvement is sufficiently large. As we shall see in Section 2.3, our choice of $m(k)$ also carefully handles this delicate issue. The details of this procedure are listed in Algorithm 1 below.

Note that although policy $\pi^{k}$ in the $k$ th iteration of this algorithm is "infinite-dimensional", it is described finitely because (i) $\pi^{1}$ is chosen such that it has a finite representation, and (ii) only a single component is changed in each iteration. Consequently, $\pi^{k}$ can be stored on a computer. In addition, we emphasize that each iteration of this algorithm performs only a finite amount of computations. We also make the minor observation that the value of $m$ is initiated at $n(k-1)$ in Step 2(a) of our algorithm, whereas $m$ was initiated at 1 in the simple policy iteration algorithm for nominal nonstationary MDPs in [22]. This initial value of $m=1$ was inefficient (in the sense that it called for unnecessary additional computations) because $m(k)$ is bounded below by $n(k-1)$ in their nominal case as well as in our robust case. This holds because the steepest descent action in the $k$ th iteration cannot be found for a horizon $m$ shorter than $n(k-1)$ as policies $\pi^{k-1}$ and $\pi^{k}$ prescribe identical actions in the first $n(k-1)-1$ periods.

We prove in the next section that the sequence of $\operatorname{costs} v_{n}^{\pi^{k}}(s)$ corresponding to the policies $\pi^{k}$ produced by this algorithm monotonically converges pointwise to the optimal costs $v_{n}^{*}(s)$ as $k \rightarrow \infty$. We also establish subsequential convergence of the corresponding policies $\pi^{k}$ to an optimal policy. The main ideas in our algorithm and proofs are similar to the aforementioned recent work on simple policy iteration for nominal nonstationary MDPs [22]; the details are modified to accommodate our robust counterpart. For instance, the proofs in [22] for the nominal case thoroughly exploited the close connection between simple policy iteration and an infinite-dimensional simplex algorithm with the steepest descent pivoting rule. We cannot pursue that approach here because robust MDPs do not have an equivalent LP formulation (see [28]).

Algorithm 1 Simple policy iteration for robust nonstationary MDPs.
: Initialize: Set iteration counter $k=1$. Arbitrarily fix the initial policy $\pi^{1}$ to one that prescribes the first action in $\mathcal{A}$ in every state in every period. Let $n(0)=1$.
2: for iterations $k=1,2,3, \ldots$, do
(a) Set $m=n(k-1)$. Let $m(k)=\infty$ and $\gamma^{k, \infty}=0$.

Approximate policy evaluation:
(b) Compute the $m$-horizon approximation $v^{k, m}$ of the cost-to-go function $v^{\pi^{k}}$ as
$v_{m+1}^{k, m}(s)=0, \forall s \in \mathcal{S}$,
$v_{n}^{k, m}(s)=\max _{p_{n}\left(\cdot \mid s, \pi_{n}^{k}(s)\right) \in \mathcal{P}_{n, s}^{n_{n}^{k}(s)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, \pi_{n}^{k}(s)\right)\left[c_{n}\left(s, \pi_{n}^{k}(s), s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right)\right]\right), \forall s \in \mathcal{S}, n \leq m$.

Approximate simple policy improvement:
(c) Compute the approximate $Q$-function

$$
\begin{align*}
Q_{n}^{k, m}(s, a)=\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}( & \sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right) \\
& {\left.\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right)\right]\right), s \in \mathcal{S}, a \in \mathcal{A}, n \leq m . } \tag{2.6}
\end{align*}
$$

(d) Compute $\gamma_{n}^{k, m}(s, a)=\lambda^{n-1}\left(Q_{n}^{k, m}(s, a)-v_{n}^{k, m}(s)\right)$, for $s \in \mathcal{S}, a \in \mathcal{A}$, and $n \leq m$. Then calculate the amount of steepest descent

$$
\begin{equation*}
\gamma^{k, m}=\min _{\substack{s \in \mathcal{S} \\ a \in \mathcal{A} a \neq \pi_{n}(s) \\ 1 \leq n \leq m}} \gamma_{n}^{k, m}(s, a) \tag{2.7}
\end{equation*}
$$

(e) If $\gamma^{k, m}<-\lambda^{m} \frac{c}{1-\lambda}$, set $m(k)=m$, let $(n(k), s(k), a(k))$ be an argmin in (2.7), and update $\pi^{k}$ to $\pi^{k+1}$ by replacing $\pi_{n(k)}^{k}(s(k))$ with $a(k)$; else set $m=m+1$ and go to Step 2(b) above.
end for

### 2.3 Convergence results

Our two main convergence results in this paper appear toward the end of this section in Theorems 2.3.7 and 2.3.8. The proofs of these two theorems utilize several lemmas that we prove next.

The lemma below establishes a simple, fundamental property of Bellman's equations.

Lemma 2.3.1. Suppose policy $\pi$ is not optimal. Then there exist a state $s \in \mathcal{S}$, an action $a \in \mathcal{A}$, and a period $n \in \mathbb{N}$ such that

$$
\begin{equation*}
Q_{n}^{\pi}(s, a)=\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\pi}\left(s^{\prime}\right)\right]\right)<v_{n}^{\pi}(s) \tag{2.8}
\end{equation*}
$$

Proof. Suppose not. Then, for each $n \in \mathbb{N}$ and each $s \in \mathcal{S}$, we have,

$$
\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\pi}\left(s^{\prime}\right)\right]\right) \geq v_{n}^{\pi}(s), \forall a \in \mathcal{A} .
$$

Consequently, for each $n \in \mathbb{N}$ and each $s \in \mathcal{S}$, we obtain,

$$
\begin{aligned}
v_{n}^{\pi}(s) & =\max _{p_{n}\left(\cdot \mid s, \pi_{n}(s)\right) \in \mathcal{P}_{n, s}^{\pi_{n}(s)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, \pi_{n}(s)\right)\left[c_{n}\left(s, \pi_{n}(s), s^{\prime}\right)+\lambda v_{n+1}^{\pi}\left(s^{\prime}\right)\right]\right) \\
& \geq \min _{a \in \mathcal{A}}\left\{\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\pi}\left(s^{\prime}\right)\right]\right)\right\} \geq v_{n}^{\pi}(s) .
\end{aligned}
$$

This shows that, for each $n \in \mathbb{N}$ and each $s \in \mathcal{S}$,

$$
v_{n}^{\pi}(s)=\min _{a \in \mathcal{A}}\left\{\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\pi}\left(s^{\prime}\right)\right]\right)\right\} .
$$

This shows that the cost-to-go functions $v_{n}^{\pi}$ satisfy Bellman's equations. Then $\pi$ must be optimal. This is a contradiction.

Within each iteration, our algorithm computes an $m$-horizon approximation $v^{k, m}$ to the
true infinite-horizon cost-to-go function $v^{\pi^{k}}$ of the policy $\pi^{k}$. The lemma below provides bounds for the quality of this approximation.

Lemma 2.3.2. The approximation $v^{k, m}$ of $v^{\pi^{k}}$ in Step 2(b) of Algorithm 1 satisfies

$$
\begin{equation*}
v_{n}^{k, m}(s) \leq v_{n}^{\pi^{k}}(s) \leq v_{n}^{k, m}(s)+\lambda^{m+1-n} \frac{c}{1-\lambda}, \forall s \in \mathcal{S}, n=1,2, \ldots, m+1 \tag{2.9}
\end{equation*}
$$

Proof. We prove the claim by backward induction on $n=m+1, m, \ldots, 1$.

Since the costs are nonnegative and bounded above by $c$, we know that $v^{\pi^{k}}$ satisfies $0 \leq v_{m+1}^{\pi^{k}}(s) \leq c /(1-\lambda)$. Also, $v_{m+1}^{k, m}(s)=0$ for all $s \in \mathcal{S}$ by (2.4). So, for $n=m+1$, we trivially have,

$$
v_{m+1}^{k, m}(s) \leq v_{m+1}^{\pi^{k}}(s) \leq v_{m+1}^{k, m}(s)+\lambda^{m+1-n} \frac{c}{1-\lambda}, \forall s \in \mathcal{S} .
$$

Now, assume, as the inductive hypothesis, that the claim is true for $n+1$. That is,

$$
v_{n+1}^{k, m}\left(s^{\prime}\right) \leq v_{n+1}^{\pi^{k}}\left(s^{\prime}\right) \leq v_{n+1}^{k, m}\left(s^{\prime}\right)+\lambda^{m-n} \frac{c}{1-\lambda}, \forall s^{\prime} \in \mathcal{S} .
$$

After multiplying each term by $\lambda$ and then adding $c_{n}\left(s, a, s^{\prime}\right)$ to all terms, this implies that

$$
c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right) \leq c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\pi^{k}}\left(s^{\prime}\right) \leq c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right)+\lambda^{m+1-n} \frac{c}{1-\lambda}
$$

for all $s, s^{\prime} \in \mathcal{S}$ and $a \in \mathcal{A}$. Consequently, for the specific actions $\pi_{n}^{k}(s)$ prescribed by the policy $\pi^{k}$, we have,
$c_{n}\left(s, \pi_{n}^{k}(s), s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right) \leq c_{n}\left(s, \pi_{n}^{k}(s), s^{\prime}\right)+\lambda v_{n+1}^{\pi^{k}}\left(s^{\prime}\right) \leq c_{n}\left(s, \pi_{n}^{k}(s), s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right)+\lambda^{m+1-n} \frac{c}{1-\lambda}$,
for all $s, s^{\prime} \in \mathcal{S}$. Now, for a fixed $s \in \mathcal{S}$, consider any $\operatorname{pmf} p_{n}\left(\cdot \mid s, \pi_{n}^{k}(s)\right) \in \mathcal{P}_{n, s}^{\pi_{n}^{k}(s)}$. By
multiplying the above inequalities with this pmf and then adding over all $s^{\prime} \in \mathcal{S}$, we obtain,

$$
\begin{aligned}
& \sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, \pi_{n}^{k}(s)\right)\left[c_{n}\left(s, \pi_{n}^{k}(s), s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right)\right] \leq \sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, \pi_{n}^{k}(s)\right)\left[c_{n}\left(s, \pi_{n}^{k}(s), s^{\prime}\right)+\lambda v_{n+1}^{\pi^{k}}\left(s^{\prime}\right)\right] \\
& \leq \sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, \pi_{n}^{k}(s)\right)\left[c_{n}\left(s, \pi_{n}^{k}(s), s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right)\right]+\lambda^{m+1-n} \frac{c}{1-\lambda}
\end{aligned}
$$

Then, by taking the maximum of each side of these inequalities over all such pmfs in $\mathcal{P}_{n, s}^{\pi_{n}^{k}(s)}$, we obtain,

$$
\begin{aligned}
& \quad \max _{p_{n}\left(\cdot \mid s, \pi_{n}^{k}(s)\right) \in \mathcal{P}_{n, s}^{\pi_{n}^{k}(s)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, \pi_{n}^{k}(s)\right)\left[c_{n}\left(s, \pi_{n}^{k}(s), s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right)\right]\right) \\
& \leq \max _{p_{n}\left(\cdot \mid s, \pi_{n}^{k}(s)\right) \in \mathcal{P}_{n, s}^{\pi_{n}^{k}(s)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, \pi_{n}^{k}(s)\right)\left[c_{n}\left(s, \pi_{n}^{k}(s), s^{\prime}\right)+\lambda v_{n+1}^{\pi^{k}}\left(s^{\prime}\right)\right]\right) \\
& \leq \max _{p_{n}\left(\cdot \mid s, \pi_{n}^{k}(s)\right) \in \mathcal{P}_{n, s}^{\pi_{n}^{k}(s)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, \pi_{n}^{k}(s)\right)\left[c_{n}\left(s, \pi_{n}^{k}(s), s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right)\right]\right)+\lambda^{m+1-n} \frac{c}{1-\lambda} .
\end{aligned}
$$

These maxima preserve the order of the earlier inequalities because of the following property: if one function is everywhere smaller than another function, then the maximum of the first function is smaller than the maximum of the second function provided that the maxima are taken over identical sets. Then, by (2.2) and (2.5), we have,

$$
v_{n}^{k, m}(s) \leq v_{n}^{\pi^{k}}(s) \leq v_{n}^{k, m}(s)+\lambda^{m+1-n} \frac{c}{1-\lambda}, \forall s \in \mathcal{S} .
$$

This restores the inductive hypothesis and completes the proof by induction.
Step 2 of the algorithm iteratively increases the value of the approximating horizon's length $m$ until a horizon that guarantees a large enough improvement is discovered. The algorithm thus runs the risk of being caught in an infinite loop, wherein it never discovers such a horizon. The next lemma tackles this issue.

Lemma 2.3.3. Step 2 of Algorithm 1 terminates at a finite value of $m$ if and only if policy $\pi^{k}$ is not optimal.

Proof. Suppose $\pi^{k}$ is not optimal. Then, by Lemma 2.3.1, there exist a period $n \in \mathbb{N}, s \in \mathcal{S}$, and an action $a \in \mathcal{A}$ such that $Q_{n}^{\pi^{k}}(s, a)<v_{n}^{\pi^{k}}(s)$. Thus, let $\epsilon=v_{n}^{\pi^{k}}(s)-Q_{n}^{\pi^{k}}(s, a)>0$. Then, by Lemma 2.3.2, we have,

$$
\begin{aligned}
\epsilon & =v_{n}^{\pi^{k}}(s)-Q_{n}^{\pi^{k}}(s, a)=v_{n}^{\pi^{k}}(s)-\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\pi^{k}}\left(s^{\prime}\right)\right]\right) \\
& \leq v_{n}^{k, m}(s)+\lambda^{m+1-n} \frac{c}{1-\lambda}-\max _{\left.p_{n} \cdot \mid s, a\right) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{k, m}\left(s^{\prime}\right)\right]\right) \\
& =v_{n}^{k, m}(s)+\lambda^{m+1-n} \frac{c}{1-\lambda}-Q_{n}^{k, m}(s, a)=\lambda^{1-n}\left(\lambda^{m} \frac{c}{1-\lambda}-\lambda^{n-1}\left(Q_{n}^{k, m}(s, a)-v_{n}^{k, m}(s)\right)\right) \\
& \leq \lambda^{1-n}\left(\lambda^{m} \frac{c}{1-\lambda}-\gamma^{k, m}\right) .
\end{aligned}
$$

where the last inequality holds by the definition of $\gamma^{k, m}$ in Step 2(d) of the algorithm. This inequality yields $\lambda^{1-n} \gamma^{k, m} \leq \lambda^{m+1-n} \frac{c}{1-\lambda}-\epsilon$. For a sufficiently large $m$, we have that $\lambda^{m+1-n} \frac{c}{1-\lambda}<\epsilon / 2$ because $0 \leq \lambda<1$. Therefore, for any such large $m$, we have, $\lambda^{m+1-n} \frac{c}{1-\lambda}-$ $\epsilon<-\epsilon / 2<-\lambda^{m+1-n} \frac{c}{1-\lambda}$. Thus, we obtain, $\lambda^{1-n} \gamma^{k, m}<-\lambda^{m+1-n} \frac{c}{1-\lambda}$, that is, $\gamma^{k, m}<$ $-\lambda^{m} \frac{c}{1-\lambda}$. Thus, if the policy $\pi^{k}$ is not optimal, there exists a large enough $m$ for which the stopping condition in Step 2(e) of the algorithm is satisfied, and Step 2 terminates finitely.

Conversely, suppose policy $\pi^{k}$ is optimal, and Step 2 of the algorithm terminates for some $m(k)$. Then, $\gamma^{k, m(k)}+\lambda^{m(k)} \frac{c}{1-\lambda}<0$. That is, $\gamma_{n(k)}^{k, m(k)}(s(k), a(k))+\lambda^{m(k)} \frac{c}{1-\lambda}<0$, where $(n(k), s(k), a(k))$ is the $\operatorname{argmin}$ in (2.7) with $a(k) \neq \pi_{n(k)}^{k}(s(k))$. That is, $\lambda^{1-n(k)} \gamma_{n(k)}^{k, m(k)}(s(k), a(k))+$ $\lambda^{m(k)+1-n(k)} \frac{c}{1-\lambda}<0$. Then, by the definition of $\gamma_{n(k)}^{k, m(k)}(s(k), a(k))$, this implies that $Q_{n(k)}^{k, m(k)}(s(k), a(k))-$ $v_{n(k)}^{k, m(k)}(s(k))+\lambda^{m(k)+1-n(k)} \frac{c}{1-\lambda}<0$. Then, by using the definition of $Q_{n(k)}^{k, m(k)}(s(k), a(k))$ as in (2.6), we get,

$$
\begin{array}{r}
\max _{p_{n(k)}(\cdot \mid s(k), a(k)) \in \mathcal{P}_{n(k), s(k)}^{a(k)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n(k)}\left(s^{\prime} \mid s(k), a(k)\right)\left[c_{n}\left(s(k), a(k), s^{\prime}\right)+\lambda v_{n(k)+1}^{k, m(k)}\left(s^{\prime}\right)\right]\right)- \\
v_{n(k)}^{k, m(k)}(s(k))+\lambda^{m(k)+1-n(k)} \frac{c}{1-\lambda}<0 .
\end{array}
$$

By applying Lemma 2.3.2, the above strict inequality implies that $Q_{n(k)}^{\pi^{k}}(s(k), a(k))<v_{n(k)}^{\pi^{k}}(s(k))$.

In other words, the optimal cost-to-go function $v^{\pi^{k}}$ violates Bellman's equation (2.1) in state $s(k)$ in period $n(k)$. But this contradicts the optimality of $\pi^{k}$. This completes the proof of the lemma.

The lemma implies that if $\pi^{k}$ is optimal, then Step 2 of the algorithm never terminates. One subtlety here is that the algorithm therefore cannot tell that it has discovered an optimal policy. As explained in more detail in [22], this, however, is not a limitation of our algorithm. Rather, it is rooted in a fundamental property of nonstationary sequential decision problems that optimality cannot be verified, in general, with finite computation.

The next lemma shows that, despite the approximations they employ, our policy evaluation and simple policy improvement steps produce a sequence of policies with nonincreasing cost-to-go functions.

Lemma 2.3.4. Suppose policy $\pi^{k}$ is not optimal. Then $v_{n}^{\pi^{k+1}}(s) \leq v_{n}^{\pi^{k}}(s)$ for all periods $n \in \mathbb{N}$ and all states $s \in \mathcal{S}$, with this inequality being strict when $n=n(k)$ and $s=s(k)$. Furthermore, $v_{n(k)}^{\pi^{k+1}}(s(k))-v_{n(k)}^{\pi^{k}}(s(k)) \leq \lambda^{1-n(k)}\left(\lambda^{m(k)} \frac{c}{1-\lambda}+\gamma^{k, m(k)}\right)$.

Proof. Since policy $\pi^{k}$ is not optimal, Step 2 of the algorithm terminates at some $m(k)$ by Lemma 2.3.3. Also, policies $\pi^{k+1}$ and $\pi^{k}$ differ only in the actions they prescribe in period $n(k) \leq m(k)$ in state $s(k)$. Consequently, $v_{n}^{\pi^{k+1}}(s)=v_{n}^{\pi^{k}}(s)$ for all $s \in \mathcal{S}$ and all $n>n(k)$. Similarly, $v_{n(k)}^{\pi^{k+1}}(s)=v_{n(k)}^{\pi^{k}}(s)$ for all $s(k) \neq s \in \mathcal{S}$. Moreover, (2.2) implies that

$$
\begin{aligned}
& s v_{n(k)}^{\pi^{k+1}}(s(k))= \max _{p_{n}(\cdot \mid s(k), a(k)) \in \mathcal{P}_{n(k), s(k)}^{a(k)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n(k)}\left(s^{\prime} \mid s(k), a(k)\right)\left[c_{n(k)}\left(s(k), a(k), s^{\prime}\right)+\lambda v_{n(k)+1}^{\pi^{k+1}}\left(s^{\prime}\right)\right]\right) \\
&=\max _{p_{n}(\cdot \mid s(k), a(k)) \in \mathcal{P}_{n(k), s(k)}^{a(k)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n(k)}\left(s^{\prime} \mid s(k), a(k)\right)\left[c_{n(k)}\left(s(k), a(k), s^{\prime}\right)+\lambda v_{n(k)+1}^{\pi^{k}}\left(s^{\prime}\right)\right]\right) \\
& \leq \max _{p_{n}(\cdot \mid s(k), a(k)) \in \mathcal{P}_{n(k), s(k)}^{a(k)}}\left(\sum _ { s ^ { \prime } \in \mathcal { S } } p _ { n ( k ) } ( s ^ { \prime } | s ( k ) , a ( k ) ) \left[c_{n(k)}\left(s(k), a(k), s^{\prime}\right)+\right.\right. \\
&\left.\left.\lambda\left(v_{n(k)+1}^{k, m(k)}\left(s^{\prime}\right)+\lambda^{m(k)-n(k)} \frac{c}{1-\lambda}\right)\right]\right) \\
&=\max _{p_{n}(\cdot \mid s(k), a(k)) \in \mathcal{P}_{n(k), s(k)}^{a(k)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n(k)}\left(s^{\prime} \mid s(k), a(k)\right)\left[c_{n(k)}\left(s(k), a(k), s^{\prime}\right)+\lambda v_{n(k)+1}^{k, m(k)}\left(s^{\prime}\right)\right]\right)+ \\
& \lambda^{m(k)+1-n(k)} \frac{c}{1-\lambda}, \\
&= Q_{n(k)}^{k, m(k)}(s(k), a(k))+\lambda^{m(k)+1-n(k)} \frac{c}{1-\lambda} \\
&= \lambda^{1-n(k)} \gamma^{k, m(k)}+v_{n(k)}^{k, m(k)}(s(k))+\lambda^{m(k)+1-n(k)} \frac{c}{1-\lambda} \\
& \leq \lambda^{1-n(k)} \gamma^{k, m(k)}+v_{n(k)}^{\pi^{k}}(s(k))+\lambda^{m(k)+1-n(k)} \frac{c}{1-\lambda}<v_{n(k)}^{\pi^{k}}(s(k)) .
\end{aligned}
$$

Here, the first inequality follows by Lemma 2.3.2, the penultimate equality holds by the definition in (2.6) of $Q_{n(k)}^{k, m(k)}(s(k), a(k))$, the last equality holds by the definition of $\gamma^{k, m(k)}$, the penultimate inequality holds by Lemma 2.3.2, and finally, the strict inequality follows by the stopping condition in Step 2(e). In summary, we have shown that $v_{n(k)}^{\pi^{k+1}}(s(k))<v_{n(k)}^{\pi^{k}}(s(k))$ and that $v_{n(k)}^{\pi^{k+1}}(s(k))-v_{n(k)}^{\pi^{k}}(s(k))<\lambda^{1-n(k)}\left(\lambda^{m(k)} \frac{c}{1-\lambda}+\gamma^{k, m(k)}\right)$. Now we complete the rest of the proof by induction on $n=n(k), n(k)-1, \ldots, 1$. To start off this induction process, we note that the argument thus far has established that $v_{n}^{\pi^{k+1}}(s) \leq v_{n}^{\pi^{k}}(s)$, for all $s \in \mathcal{S}$ and $n=n(k)$. Now, as the inductive hypothesis, suppose that $v_{n}^{\pi^{k+1}}(s) \leq v_{n}^{\pi^{k}}(s)$, for all $s \in \mathcal{S}$
and some $n \leq n(k)$. Then, from (2.2), we have, for each $s \in \mathcal{S}$, that

$$
\begin{aligned}
v_{n-1}^{\pi^{k+1}}(s) & =\max _{p_{n-1}\left(\cdot \mid s, \pi_{n-1}^{k+1}(s)\right) \in \mathcal{P}_{n-1, s}^{\pi_{n}^{k+1}(s)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n-1}\left(s^{\prime} \mid s, \pi_{n-1}^{k+1}(s)\right)\left[c_{n-1}\left(s, \pi_{n-1}^{k+1}(s), s^{\prime}\right)+\lambda v_{n}^{\pi^{k+1}}\left(s^{\prime}\right)\right]\right) \\
& =\max _{p_{n-1}\left(\cdot \mid s, \pi_{n-1}^{k}(s)\right) \in \mathcal{P}_{n-1, s}^{\pi_{n-1}^{k}(s)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n-1}\left(s^{\prime} \mid s, \pi_{n-1}^{k}(s)\right)\left[c_{n-1}\left(s, \pi_{n-1}^{k}(s), s^{\prime}\right)+\lambda v_{n}^{\pi^{k+1}}\left(s^{\prime}\right)\right]\right) \\
& \leq \max _{p_{n-1}\left(\cdot \mid s, \pi_{n-1}^{k}(s)\right) \in \mathcal{P}_{n-1, s}^{\pi_{n-1}^{k}(s)}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n-1}\left(s^{\prime} \mid s, \pi_{n-1}^{k}(s)\right)\left[c_{n-1}\left(s, \pi_{n-1}^{k}(s), s^{\prime}\right)+\lambda v_{n}^{\pi^{k}}\left(s^{\prime}\right)\right]\right) \\
& =v_{n-1}^{\pi^{k}}(s) .
\end{aligned}
$$

Here, the second equality holds because $\pi^{k+1}$ and $\pi^{k}$ prescribe identical actions in all states in period $n-1$, the inequality holds by the inductive hypothesis, and the last equality follows by the definition of $v_{n-1}^{\pi^{k}}(s)$. This restores the inductive hypothesis and completes our proof.

Lemma 2.3.5. We have that $\left[\lambda^{m(k)} \frac{c}{1-\lambda}+\gamma^{k, m(k)}\right] \rightarrow 0$ as $k \rightarrow \infty$.
Proof. Observe that if $\pi^{k}$ is optimal for any $k$, then, by Lemma 2.3.3, Step 2 of the algorithm does not terminate finitely; hence $\left[\lambda^{m(k)} \frac{c}{1-\lambda}+\gamma^{k, m(k)}\right]=0$ because the algorithm is initiated with $m(k)=\infty$ and $\gamma^{k, \infty}=0$ and hence the claim holds. Now suppose that $\pi^{k}$ is not optimal for any $k$. The algorithm thus produces a sequence of solutions $v^{\pi^{k}}$. Now define, for each $k$, $f^{k}=\sum_{n \in \mathbb{N}} \sum_{s \in \mathcal{S}} \lambda^{n-1} v_{n}^{\pi^{k}}(s)$ and let $\delta^{k}=f^{k+1}-f^{k}$. Then, since the sum $f^{k}$ is finite for all $k$, we have,

$$
\begin{aligned}
\delta^{k} & =\sum_{n \in \mathbb{N}} \sum_{s \in \mathcal{S}} \lambda^{n-1}\left[v_{n}^{\pi^{k+1}}(s)-v_{n}^{\pi^{k}}(s)\right] \leq \lambda^{n(k)-1}\left[v_{n(k)}^{\pi^{k+1}}(s(k))-v_{n(k)}^{\pi^{k}}(s(k))\right] \\
& \leq \gamma^{k, m(k)}+\lambda^{m(k)} \frac{c}{1-\lambda}<0,
\end{aligned}
$$

where the first inequality follows since every term in the sum is non-positive, the second inequality holds by the second claim in Lemma 2.3.4, and the last inequality follows from the stopping condition in Step 2(e) of the algorithm. That is, $f^{k}$ is a nonnegative decreasing sequence of real numbers, hence it converges. This implies that $\delta^{k} \rightarrow 0$ as $k \rightarrow \infty$. Since
$\delta^{k} \leq \gamma^{k, m(k)}+\lambda^{m(k)} \frac{c}{1-\lambda}<0$ for all $k$, the second claim holds.
The sequence of approximating horizons $m(k)$ in not monotonically increasing in $k$. The next lemma shows that it nevertheless diverges to infinity as $k \rightarrow \infty$. This also implies that the amount of steepest descent improvement converges to zero.

Lemma 2.3.6. The sequence $m(k) \rightarrow \infty$ as $k \rightarrow \infty$. Also, $\gamma^{k, m(k)} \rightarrow 0$ as $k \rightarrow \infty$.
Proof. Identical to the proof of Lemma 5.7 in [22] hence omitted.
Theorem 2.3.7 (Value Convergence). The sequence of cost-to-go functions produced by Algorithm 1 converges pointwise to the optimal cost-to-go function. That is,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} v_{n}^{\pi^{k}}(s)=v_{n}^{*}(s) \quad \text { for all } \quad n \in \mathbb{N}, s \in \mathcal{S} \tag{2.10}
\end{equation*}
$$

Proof. Policies for the nonstationary MDP lie in the strategy space $\Phi=\prod_{n=1}^{\infty} \mathcal{A}^{S} \subset \prod_{n=1}^{\infty} \mathbb{R}^{S}$, which is compact in the metrizable product topology by Tychonoff's product theorem (see Theorem 2.61 on page 52 of [1]). In fact, $\rho(\cdot, \cdot)$ defined by

$$
\rho(\pi, \tilde{\pi})=\sum_{n=1}^{\infty} \frac{1}{2^{n}}\left(\frac{d\left(\pi_{n}, \tilde{\pi}_{n}\right)}{1+d\left(\pi_{n}, \tilde{\pi}_{n}\right)}\right)
$$

where $d(\cdot, \cdot)$ is the Euclidean metric on $\mathbb{R}^{S}$, is an example of a metric which induces the product topology on $\prod_{n=1}^{\infty} \mathbb{R}^{S}$ (see Theorem 3.36 on page 89 of [1]). Further, the cost-togo functions lie in the set $V=\left\{v \in \prod_{n=1}^{\infty} \mathbb{R}^{S}: 0 \leq v_{n}(s) \leq \frac{c}{1-\lambda}, n \in \mathbb{N}, s \in \mathcal{S}\right\}$. Again, by Tychonoff's theorem, $V \subset \prod_{n=1}^{\infty} \mathbb{R}^{S}$ is compact in the metrizable product topology. Since $\Phi$ is compact, the sequence of policies $\pi^{k}$ has a convergent subsequence $\pi^{k_{i}}$. Let $\bar{\pi}$ be the limit of this sequence. By the same reasoning, the corresponding sequence of cost-to-go functions $v^{\pi^{k_{i}}}$ has a convergent subsequence, $v^{\pi^{k_{i}}}$, whose limit is, say, $\bar{v}$.

We first show that $\bar{v}=v^{\bar{\pi}}$, that is, $\bar{v}$ is the cost-to-go function corresponding to the policy $\bar{\pi}$.

Consider any $n \in \mathbb{N}$ and $s \in \mathcal{S}$. Then, for any $j$,

$$
v_{n}^{\pi^{k_{i}}}(s)-\max _{p\left(\cdot \mid s, \pi_{n}^{k_{i j}}(s)\right) \in \mathcal{P}_{n, s}^{\mathcal{R}_{n} n_{i_{j}}}(s)} \sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, \pi_{n}^{k_{i_{j}}}(s)\right)\left[c_{n}\left(s, \pi_{n}^{k_{i_{j}}}(s), s^{\prime}\right)+\lambda v_{n+1}^{k_{i_{j}}}\left(s^{\prime}\right)\right]=0 .
$$

Now, since $\pi^{k_{i_{j}}} \rightarrow \bar{\pi}$ in the product topology, we have that $\pi_{n}^{k_{i_{j}}}(s) \rightarrow \bar{\pi}_{n}(s)$ as $j \rightarrow \infty$. Since $\mathcal{A}$ is a finite set, this implies that there exists a number $J(n, s)$ such that for all $j \geq J(n, s)$, $\pi_{n}^{k_{i_{j}}}(s)=\bar{\pi}_{n}(s)$. Hence, for all $j \geq J(n, s)$, the sets $\mathcal{P}_{n, s}^{\pi_{n}{ }_{n}{ }_{j}}(s)$ and $\mathcal{P}_{n, s}^{\bar{\pi}_{n}(s)}$ are identical, and we have,

$$
\begin{equation*}
v_{n}^{\pi^{k_{i j}}}(s)-\max _{p\left(\cdot \mid s, \bar{\pi}_{n}(s)\right) \in \mathcal{P}_{n, s}^{\bar{\pi}_{n}(s)}} \sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, \bar{\pi}_{n}(s)\right)\left[c_{n}\left(s, \bar{\pi}_{n}(s), s^{\prime}\right)+\lambda v_{n+1}^{k_{i_{j}}}\left(s^{\prime}\right)\right]=0 \tag{2.11}
\end{equation*}
$$

For each fixed $p\left(\cdot \mid s, \bar{\pi}_{n}(s)\right) \in \mathcal{P}_{n, s}^{\bar{n}_{n}(s)}$, we have,

$$
v_{n}^{\pi^{k_{i j}}}(s)-\sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, \bar{\pi}_{n}(s)\right)\left[c_{n}\left(s, \bar{\pi}_{n}(s), s^{\prime}\right)+\lambda v_{n+1}^{k_{i_{j}}}\left(s^{\prime}\right)\right] \geq 0
$$

Taking limits as $j \rightarrow \infty$, this yields,

$$
\bar{v}_{n}(s)-\sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, \bar{\pi}_{n}(s)\right)\left[c_{n}\left(s, \bar{\pi}_{n}(s), s^{\prime}\right)+\lambda \bar{v}_{n+1}\left(s^{\prime}\right)\right] \geq 0
$$

for all $p\left(\cdot \mid s, \bar{\pi}_{n}(s)\right) \in \mathcal{P}_{n, s}^{\bar{\pi}_{n}(s)}$. This implies

$$
\begin{equation*}
\bar{v}_{n}(s)-\max _{p\left(\cdot \mid s, \bar{\pi}_{n}(s)\right) \in \mathcal{P}_{n, s}^{\pi_{n}(s)}} \sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, \bar{\pi}_{n}(s)\right)\left[c_{n}\left(s, \bar{\pi}_{n}(s), s^{\prime}\right)+\lambda \bar{v}_{n+1}\left(s^{\prime}\right)\right] \geq 0 \tag{2.12}
\end{equation*}
$$

Now, we show that inequality (2.12) cannot be strict. For each $j \geq J(n, s)$, let $p^{k_{i_{j}}}\left(\cdot \mid s, \bar{\pi}_{n}(s)\right)$ be an argmax in (2.11). Then, we rewrite (2.11) as

$$
v_{n}^{\pi^{k_{i j}}}(s)-\sum_{s^{\prime} \in \mathcal{S}} p^{k_{i_{j}}}\left(s^{\prime} \mid s, \bar{\pi}_{n}(s)\right)\left[c_{n}\left(s, \bar{\pi}_{n}(s), s^{\prime}\right)+\lambda v_{n+1}^{k_{i_{j}}}\left(s^{\prime}\right)\right]=0
$$

Note that as $\mathcal{P}_{n, s}^{\bar{\pi}_{n}(s)}$ is a compact subset of $\mathbb{R}^{S}$, the sequence $\left\{p^{k_{i_{j}}}\left(\cdot \mid s, \bar{\pi}_{n}(s)\right), j \geq J(n, s)\right\}$ has a convergent subsequence $p^{k_{i_{j_{l}}}}$. Let $\bar{p}\left(\cdot \mid s, \bar{\pi}_{n}(s)\right)$ be the limit of this subsequence. For each $l$, we have,

$$
v_{n}^{k_{i_{j}}}(s)-\sum_{s^{\prime} \in \mathcal{S}} p^{k_{i_{j_{l}}}}\left(s^{\prime} \mid s, \bar{\pi}_{n}(s)\right)\left[c_{n}\left(s, \bar{\pi}_{n}(s), s^{\prime}\right)+\lambda v_{n+1}^{k_{i_{j}}}\left(s^{\prime}\right)\right]=0
$$

Taking limits as $l \rightarrow \infty$, this gives us

$$
\bar{v}_{n}(s)-\sum_{s^{\prime} \in \mathcal{S}} \bar{p}\left(s^{\prime} \mid s, \bar{\pi}_{n}(s)\right)\left[c_{n}\left(s, \bar{\pi}_{n}(s), s^{\prime}\right)+\lambda \bar{v}_{n+1}\left(s^{\prime}\right)\right]=0 .
$$

Hence, the inequality in (2.12) must be an equality, and we have

$$
\begin{equation*}
\bar{v}_{n}(s)-\max _{p\left(\cdot \mid s, \bar{\pi}_{n}(s)\right) \in \mathcal{P}_{n, s}^{\pi_{n}(s)}} \sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, \bar{\pi}_{n}(s)\right)\left[c_{n}\left(s, \bar{\pi}_{n}(s), s^{\prime}\right)+\lambda \bar{v}_{n+1}\left(s^{\prime}\right)\right]=0 . \tag{2.13}
\end{equation*}
$$

Since the above is true for all $(n, s)$, we have proved that the limiting cost-to-go function $\bar{v}$ is the evaluation of the limiting policy $\bar{\pi}$, and we denote it by $v^{\bar{\pi}}$.

We now show, by contradiction, that the limiting policy $\bar{\pi}$ must be optimal. Suppose $\bar{\pi}$ is not optimal. Then, by Lemma 2.3.1, there exists a period $n$, a state $s$ and an action $a$ such that

$$
\begin{align*}
0<\epsilon & =v_{n}^{\bar{\pi}}(s)-Q_{n}^{\bar{\pi}}(s, a) \\
& =v_{n}^{\bar{\pi}}(s)-\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\bar{\pi}}\left(s^{\prime}\right)\right]\right) . \tag{2.14}
\end{align*}
$$

For any $j$, let $p_{n}^{k_{i j}}(\cdot \mid s, a)$ be the argmax in

$$
Q_{n}^{\pi^{k_{i j}}}(s, a)=\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{k_{i j}}\left(s^{\prime}\right)\right]\right)
$$

As before, the sequence $p_{n}^{k_{i_{j}}}(\cdot \mid s, a)$ has a convergent subsequence $p_{n}^{k_{i_{j}}}(\cdot \mid s, a)$. Let $\bar{p}_{n}(\cdot \mid s, a)$
be the limit of this subsequence. Then, we have,

$$
\begin{aligned}
\lim _{l \rightarrow \infty}\left(v_{n}^{\pi^{k_{i} j_{l}}}(s)\right. & -Q_{n}^{\left.\pi^{k_{i_{j_{l}}}}(s, a)\right)=\lim _{l \rightarrow \infty}\left(v_{n}^{k_{i_{j_{l}}}}(s)-\sum_{s^{\prime} \in \mathcal{S}} p_{n}^{k_{i_{j_{l}}}}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\pi_{i}^{k_{i_{j}}}}\left(s^{\prime}\right)\right]\right)} \begin{aligned}
& =v_{n}^{\bar{\pi}}(s)-\sum_{s^{\prime} \in \mathcal{S}} \bar{p}_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\bar{\pi}}\left(s^{\prime}\right)\right] \\
& \geq v_{n}^{\bar{\pi}}(s)-\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\bar{\pi}}\left(s^{\prime}\right)\right]\right) \\
& =\epsilon .
\end{aligned} \text {. }
\end{aligned}
$$

Then, there exists an integer $L$ such that for $l \geq L$,
$\epsilon / 2<v_{n}^{\pi^{k_{i}}{ }_{j_{l}}}(s)-Q_{n}^{\pi^{k_{i}}}(s, a)=v_{n}^{\pi^{k_{i}}{ }_{j_{l}}}(s)-\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}^{k_{i}}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{\pi_{i}}{ }^{k_{j_{l}}}\left(s^{\prime}\right)\right]\right)$.
Since $m(k) \rightarrow \infty$, we have that for large enough $l, m\left(k_{i_{j_{l}}}\right) \geq n$. Then, applying Lemma 2.3.2 gives us that

$$
\begin{aligned}
\epsilon / 2< & v_{n}^{k_{i_{l}}, m\left(k_{i_{j_{l}}}\right)}(s)+\lambda^{m\left(k_{i_{j_{l}}}\right)+1-n} \frac{c}{1-\lambda} \\
& -\max _{p_{n}(\cdot \mid s, a) \in \mathcal{P}_{n, s}^{a}}\left(\sum_{s^{\prime} \in \mathcal{S}} p_{n}^{k_{i_{j_{l}}}}\left(s^{\prime} \mid s, a\right)\left[c_{n}\left(s, a, s^{\prime}\right)+\lambda v_{n+1}^{k_{i_{j}}, m\left(k_{i_{j_{l}}}\right)}\left(s^{\prime}\right)\right]\right) \\
\leq & \lambda^{m\left(k_{i_{j_{l}}}\right)+1-n} \frac{c}{1-\lambda}-\lambda^{1-n} \gamma^{k_{i_{j_{l}}}, m\left(k_{i_{j_{l}}}\right)}=\lambda^{1-n}\left(\lambda^{m\left(k_{i_{j_{l}}}\right)} \frac{c}{1-\lambda}-\gamma^{k_{j_{j_{l}}}, m\left(k_{i_{j_{l}}}\right)}\right) .
\end{aligned}
$$

But this contradicts the fact from Lemma 2.3.6 that both $\lambda^{m\left(k_{i_{j_{l}}}\right)} \frac{c}{1-\lambda}$ and $\gamma^{k_{i_{j_{l}}}, m\left(k_{i_{j_{l}}}\right)}$ converge to zero as $l \rightarrow \infty$. Hence, our assumption is false and the limiting policy $\bar{\pi}$ must be optimal.

We remark that so far we have only proven that $v^{\pi^{k}}$ converges subsequentially to the optimal value function $v^{*}$. But from Lemma 2.3.4, we know that each component $v_{n}^{\pi^{k}}(s)$ is a nonincreasing sequence of nonnegative real numbers, and therefore must converge. This combined with the subsequential convergence proves that $\lim _{k \rightarrow \infty} v_{n}^{\pi^{k}}(s)=v_{n}^{*}(s)$ for all $s \in \mathcal{S}$ and $n \in \mathbb{N}$.

Theorem 2.3.8 (Policy Convergence). For any $\epsilon>0$, there exists an iteration counter $k_{\epsilon}$ such that $\rho\left(\pi^{k}, \pi^{* k}\right)<\epsilon$ for some optimal policy $\pi^{* k}$, for all $k \geq k_{\epsilon}$. In fact, if the MDP has a unique optimal policy $\pi^{*}$, then $\lim _{k \rightarrow \infty} \pi^{k}=\pi^{*}$. Further, for every period $n$, there exists an iteration counter $K_{n}$ such that for all $k \geq K_{n}$, actions $\pi_{m}^{k}(s)$ are optimal for the robust non-stationary $M D P$ in all states $s \in \mathcal{S}$ and all periods $m \leq n$.

Proof. We prove the first claim by contradiction. Suppose this is not true. Then, there exists an $\epsilon>0$ and a subsequence $\pi^{k_{i}}$ of $\pi^{k}$ such that $\rho\left(\pi^{k_{i}}, \pi\right)>\epsilon$ for all optimal policies $\pi$, for all $i \in \mathbb{N}$. Since the space of all policies is compact, the sequence $\pi^{k_{i}}$ has a convergent subsequence $\pi^{k_{i_{j}}}$, whose limit is, say, $\bar{\pi}$. Then, there exists an integer $J$ such that $\rho\left(\pi^{k_{i_{j}}}, \bar{\pi}\right)<$ $\epsilon$ for all $j \geq J$. Further, as in the proof of Theorem 2.3.7, $\bar{\pi}$ must be an optimal policy. This leads to a contradiction. Hence, the first claim is true.

Further, suppose that $\pi^{*}$ is the unique optimal policy. Then, as shown above, for every $\epsilon>0$, there exists an integer $k_{\epsilon}$, such that $\rho\left(\pi^{k}, \pi^{*}\right)<\epsilon$ for all $k \geq k_{\epsilon}$. This implies that $\lim _{k \rightarrow \infty} \pi^{k}=\pi^{*}$.

Now, for the third claim, we note that the result is trivially true if $\pi^{k}$ is optimal for some $k$. When this is not the case, we first claim that given $\epsilon>0$ and any period $n$, there exists an iteration counter $K_{n}$ such that for all $k \geq K_{n},\left|\pi_{m}^{k}(s)-\pi_{m}^{k *}(s)\right|<\epsilon$, for all $m \leq n$ and for all $s \in \mathcal{S}$, for some optimal policy $\pi^{k *}$. Suppose not. Then, there exists a subsequence $k_{i}$, and for each $i$, a period $m_{i} \leq n$ and state $s_{i} \in \mathcal{S}$ such that $\left|\pi_{m_{i}}^{k_{i}}\left(s_{i}\right)-\pi_{m_{i}}^{*}\left(s_{i}\right)\right| \geq \epsilon$ for all $i$, for all optimal policies $\pi^{*}$. But $k_{i}$ has a further subsequence $k_{i_{j}}$ such that $\pi^{k_{i_{j}}}$ converges to an optimal policy $\bar{\pi}$ as in the proof of Theorem 2.3.8. This leads to a contradiction. Now, fix $0<\epsilon<1$ and a period $n$, and consider any iteration $k \geq K_{n}$. For any $m \leq n$ and $s \in \mathcal{S}$, we have, $\left|\pi_{m}^{k}(s)-\pi_{m}^{k *}(s)\right|<\epsilon$ for some optimal action $\pi_{m}^{k^{*}}(s)$. Then, since $\epsilon<1$ and $\pi_{m}^{k}(s), \pi_{m}^{k *}(s) \in \mathcal{A}=\{1,2, \ldots, A\}$, we have $\pi_{m}^{k}(s)=\pi_{m}^{k *}(s)$. This proves that all actions up to period $n$ are optimal for policies $\pi^{k}$ with $k \geq K_{n}$.

We comment that this type of subsequential convergence is the most one can obtain, in general without exploiting any problem-specific features, in infinite-horizon nonstationary
sequential decision problems $[37,38]$.
In this discussion, we did not consider the question of how to solve the inner maximization problems in (2.5) and (2.6) within Algorithm 1. These problems can be solved by following standard procedures from robust MDPs, and in particular, this can be done efficiently when the uncertainty sets $\mathcal{P}_{n, s}^{a}$ are convex. We refer the readers to $[9,28,33]$ for detailed discussions of this issue.

As we stated in Section 2.1, nonstationary MDPs are a special case of countable-state stationary MDPs. The simple policy iteration algorithm for nonstationary MDPs in [22] was extended to countable-state stationary MDPs in [30]. Along similar lines, the work in this chapter is extended to robust countable-state stationary MDPs in the next chapter.

## Chapter 3

## APPROXIMATE POLICY ITERATION FOR ROBUST COUNTABLE-STATE MARKOV DECISION PROCESSES WITH BOUNDED COSTS

### 3.1 Introduction

Policy iteration for "nominal" (i.e., non-robust) MDPs starts with an initial guess policy. In every iteration, the value of the current policy is computed and a new policy is obtained by minimizing the $Q$-function of dynamic programming for each state. For finite-state, finiteaction MDPs, policy iteration finds an optimal policy in a finite number of iterations (Theorem 6.4.2 in [35]). For countable-state MDPs, however, this method cannot be implemented directly since it entails solving an infinite system of equations and searching for minima over infinite sets. This issue was recently addressed for the nominal case via approximate versions of policy iteration $[22,30]$.

In the case of robust MDPs as well, policy evaluation and policy improvement are rendered unimplementable when the state-space is not finite. In fact, a practical method for solving robust countable-state MDPs is not available in the literature, and we provide such an algorithm in this chapter. An as-is implementation of robust policy iteration runs into issues arising from three different sources. The first of these is due to the countable nature of the state-space, analogous to challenges in the nominal case, and is resolved via state-truncation. The algorithm includes only finitely many states in each iteration. This yields approximate versions of both steps of policy iteration, which now comprise finite systems of equations. The main idea behind this approach is that the expected cost for far-away states is small. Such a property holds trivially in the nominal case. In the robust counterpart, this is ensured by a natural assumption on the uncertainty sets, which states that the probability of transitioning
to states outside the truncated state-space shrinks uniformly as the size of the state-space is increased.

The other issues are particular to the robust variant. The robust policy evaluation step entails the solution of a non-linear implicit equation, which cannot be performed exactly in general. This is addressed via successive approximation to compute an approximate value of the current policy. Additionally, an "inner" maximization problem must be solved in each successive approximation step to compute the worst-case value. While the exact value may occasionally be found, the maximization needs to be performed numerically to some finite accuracy in most cases. Numerical errors arising from this step are also incorporated into our algorithm.

Thus, we present in this chapter an approximate policy iteration algorithm that can be used in practice. We prove that the algorithm generates a sequence of policies whose value functions converge monotonically to the optimal value function. The policies themselves converge subsequentially to an optimal policy. We also provide examples of robust MDPs which fall within our framework. Any robust MDP with interval uncertainty sets can be solved via the proposed method. In fact, the inner problem can be solved analytically and calculations within the algorithm are greatly simplified. We also consider robust MDPs with bounded transitions, wherein the change in state in a single period is bounded above. Finally, we discuss how our algorithm can be implemented on a robust equipment replacement application that does not fit within these two classes of problems. The MDPs in this chapter are infinite-horizon with stationary data and discounted costs. Immediate costs are bounded, state-spaces are countable and action-spaces are finite. We henceforth omit these qualifiers for brevity.

### 3.2 Problem formulation

Consider an infinite-horizon stationary MDP with a countable state-space $\mathcal{S}=\{1,2,3, \ldots\}$. In any period, the decision-maker observes the current state $s \in \mathcal{S}$ and chooses an action $a$ from a finite set of possible actions $\mathcal{A}=\{1,2, \ldots, A\}$. We assume, for notational convenience,
that the set of actions is independent of the state $s$, but our analysis can easily be extended to state-dependent finite action sets $\mathcal{A}(s)$. Once an action has been chosen, the system transitions to a state $s^{\prime}$ with probability $p\left(s^{\prime} \mid s, a\right)$, incurring a nonnegative cost $c\left(s, a, s^{\prime}\right)$. The immediate costs are assumed to be uniformly bounded above by some constant $c>0$. Thus, $0 \leq c\left(s, a, s^{\prime}\right) \leq c$ for all $s, s^{\prime} \in \mathcal{S}$ and $a \in \mathcal{A}$. Further, the cost incurred in period $t$ is discounted by a factor $\lambda^{t}$, where $\lambda \in(0,1)$ is a constant.

A (deterministic stationary) policy $\sigma$ is a rule which assigns a unique action to every state. For a policy $\sigma$, let $v^{\sigma}(s)$ be the expected total discounted cost incurred over an infinite horizon when the system is initially in state $s$. The decision-maker's objective is to find a policy which minimizes this cost for all possible initial states, and this is achieved by solving the Bellman equations

$$
\begin{equation*}
v^{*}(s)=\min _{a \in \mathcal{A}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{*}\left(s^{\prime}\right)\right], s \in \mathcal{S} \tag{3.1}
\end{equation*}
$$

Here $\mathbf{E}_{p}[\cdot]$ denotes the expectation with respect to the probability distribution $p(\cdot \mid s, a)$. That is, $\mathbf{E}_{p}\left[u\left(s^{\prime}\right)\right]=\sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, a\right) u\left(s^{\prime}\right)$ for any function $u$ defined on $\mathcal{S}$. The state-action dependence of $p$ is omitted since it is implied by context. An optimal policy is constructed by choosing an action from the argmin set in (3.1) for each state.

In the above setup, the transition probabilities are treated as known model parameters, and we call this model the "nominal" MDP. In practice, these probabilities may be estimated from historical data. The resulting estimation errors are ignored. Since the choice of optimal policy may be sensitive to these errors, robust MDPs try to mitigate their effect by assuming that the transition probabilities are ambiguous and only known to lie in certain prescribed uncertainty sets. More precisely, for each state-action pair ( $s, a$ ), the probability mass function $p(\cdot \mid s, a)$ is assumed to lie in a set $\mathcal{P}_{s}^{a}$. Here, $\mathcal{P}_{s}^{a}$ is a (known) subset of $\mathcal{M}(\mathcal{S})$, the space of all probability mass functions defined on $\mathcal{S}$. For instance, $\mathcal{P}_{s}^{a}$ may consist of probability distributions that are "close" to some statistically-estimated nominal distribution. In the robust formulation, the decision-maker follows a conservative approach and seeks to minimize
the worst-case expected total discounted cost. Under standard rectangularity assumptions which stipulate that the transition probabilities be independent across periods, the optimal value function for the robust MDP is obtained by solving the robust Bellman equations

$$
\begin{equation*}
v^{*}(s)=\min _{a \in \mathcal{A}}\left(\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{*}\left(s^{\prime}\right)\right]\right), s \in \mathcal{S} \tag{3.2}
\end{equation*}
$$

A robust optimal (stationary) policy is defined for each state by choosing an action from the argmin set above. The maximization problem inside the square brackets is called the inner probLem Detailed analytical treatments of robust MDPs are available in [9, 28, 33].

Observe that if all uncertainty sets are chosen to be singleton, containing only the nominal distribution, equations (3.1) and (3.2) are identical, and the robust MDP reduces to the nominal MDP. We further point out that solving the system of equations (3.2) amounts to finding a value function that is simultaneously optimal for all states $s$. This is equivalent to optimizing a weighted $l^{1}$-norm (called the $\beta$-norm) of the value function, defined as $\|u\|_{\beta}=$ $\sum_{s \in \mathcal{S}} \beta(s)|u(s)|$ for all $u \in V$. Here, $\beta$ is a strictly positive function on $\mathcal{S}$ such that $\sum_{s \in \mathcal{S}} \beta(s)<$ $\infty$, and $V$ is the space of all bounded functions on $\mathcal{S}$. In particular, $\beta$ can be viewed as an initial state distribution and the $\beta$-norm as the expected value of the worst-case expected total discounted cost defined in Equation (3.2). Policy iteration is a standard method for solving this problem but its implementation is not possible when the state-space is countable. We describe the issues that arise, and our approach to resolving them, in the next section.

### 3.3 Challenges in designing policy iteration

A detailed description of the policy iteration algorithm for solving robust MDPs is given in [28]. We outline below the two key steps of the simple version of policy iteration. The method is initialized by choosing an arbitrary policy $\sigma$. Then, the first step is policy evaluation, wherein the value $v^{\sigma}$ of policy $\sigma$ is computed via the system of equations

$$
\begin{equation*}
v^{\sigma}(s)=\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right], \quad s \in \mathcal{S} \tag{3.3}
\end{equation*}
$$

Here $\mathcal{P}_{s}^{\sigma}$ is short-hand for $\mathcal{P}_{s}^{\sigma(s)}$. In particular, $v^{\sigma}$ is a fixed point of the robust evaluation operator $\mathcal{L}^{\sigma}$ defined on $V$ as

$$
\mathcal{L}^{\sigma}(u)(s)=\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda u\left(s^{\prime}\right)\right], \quad s \in \mathcal{S}, \text { for all } u \in V
$$

The second step is simple policy improvement, wherein a state-action pair $(\bar{s}, \bar{a})$ is chosen as follows.

$$
\begin{equation*}
(\bar{s}, \bar{a}) \in \underset{s \in \mathcal{S}, a \in \mathcal{A}}{\operatorname{argmin}}\left\{\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]-v^{\sigma}(s)\right\} . \tag{3.4}
\end{equation*}
$$

For any state-action pair $(s, a)$, the term inside the brackets in (3.4) gives the change in cost when action $a$ is chosen in state $s$ instead of that prescribed by the policy $\sigma$. This term is zero if $a=\sigma(s)$, and takes a negative value if choosing action $a$ in state $s$ gives a lower total cost. Then, by definition, $(\bar{s}, \bar{a})$ is a state-action pair which gives the largest reduction in total cost, and policy $\sigma$ is updated by prescribing action $\bar{a}$ in state $\bar{s}$. This policy iteration algorithm, while well-defined in principle, is not implementable for three main reasons that we describe below.

Countable state-space: The first difficulty arises because $\mathcal{S}$ is countable. As such, (3.3) calls for solving infinitely many equations. Similarly, solving (3.4) consists of searching for a minimum over an infinite set. This issue arises in the nominal case as well, and was addressed in Ghate and Smith [22] for non-stationary finite-state MDPs, which can equivalently be viewed as a special case of stationary countable-state MDPs. They developed an implementable and convergent policy iteration algorithm using finite-dimensional approximations. A similar algorithm was also designed in the previous chapter for robust non-stationary finitestate MDPs. The approach in Ghate and Smith was also generalized by Lee et al. in [30] to solve nominal stationary countable-state MDPs with unbounded immediate costs. The key idea was to use finite truncations of the state-space to render the policy evaluation and improvement steps implementable. We use a similar idea of state-truncation. In each iteration,
the algorithm includes only the first $N$ states from $\mathcal{S}$, where $N$ itself is chosen adaptively.

Nonlinear evaluation operator: The second issue is particular to the robust MDP. In the nominal case, $\mathcal{L}^{\sigma}$ is a linear operator, and the policy evaluation step in equation (3.3) reduces to solving a finite system of linear equations once the state-space has been truncated. The robust policy evaluation step, however, consists of solving a non-linear implicit equation; this is not possible in general, even when the state-space is finite. We were able to overcome this hurdle in the previous chapter because the policy evaluation equations in the non-stationary case were not implicit owing to the time-staged structure of the probLem In the absence of such structure here, we instead approximate the value function by performing a finite number of iterations of successive approximation. This idea is similar to that used in modified policy iteration [29, 35].

With these two modifications, we now need to solve the system of equations

$$
\begin{array}{rr}
v^{\sigma, N}(s ; 0)=0, & s \in \mathcal{S}_{N} \\
v^{\sigma, N}(s ; t)=\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma, N}\left(s^{\prime} ; t-1\right)\right], & s \in \mathcal{S}_{N} ; t=1,2, \ldots, T \tag{3.6}
\end{array}
$$

Here, $\mathcal{S}_{N}=\{1,2, \ldots, N\}$ consists of the first $N$ states from $\mathcal{S}$, and $T$ is some integer in the set of natural numbers $\mathbb{N}$. $\mathbf{E}_{p_{N}}$ denotes the "expectation" over the first $N$ states, that is, $\mathbf{E}_{p_{N}}\left[u\left(s^{\prime}\right)\right]=\sum_{s^{\prime} \leq N} p\left(s^{\prime} \mid s, a\right) u\left(s^{\prime}\right)$ for any function $u(\cdot)$ on $\mathcal{S}$. The complementary sum $\sum_{s^{\prime}>N} p\left(s^{\prime} \mid s, a\right) u\left(s^{\prime}\right)$ is denoted by $\mathbf{E}_{\overline{p_{N}}}\left[u\left(s^{\prime}\right)\right]$. Then, $v^{\sigma, N}(s ; T)$ is an approximation to the true value function $v^{\sigma}$. We can also view $v^{\sigma, N}(s ; T)$ as the value of a stationary policy $\sigma$ for an $N$-state, $T$-horizon robust MDP with stationary immediate costs and zero terminal costs. We will call this an ( $N, T$ )-approximation to the original MDP.

Solution of the inner problem: Finally, there is one more challenge associated with robust MDPs. The inner problem in (3.6) is itself a maximization problem, and while a closed-form solution may occasionally be found, this problem must be solved numerically
in most cases. Moreover, the numerical error from this step must also be incorporated into the algorithm. This issue arises even in the case of finite state-spaces, and Kaufman and Schaefer addressed it in [29] by introducing an "inexact" modified policy iteration algorithm. They solve the inner problem to some pre-defined accuracy, and include the error term in their stopping condition. We use a similar idea here, but the issue is complicated by the countable nature of the state-space. As more states are included in the truncated statespace, the numerical error from this step must asymptotically vanish for the algorithm to converge. More precisely, if the inner problem with $N$ states is solved to some accuracy $\epsilon_{N}$, we must have $\epsilon_{N} \rightarrow 0$ as $N \rightarrow \infty$. This, however, may not always be possible. Note that the inner problem in our model is an infinite-dimensional optimization problem and numerical techniques may fail to solve it to any given tolerance. This necessitates a careful selection of uncertainty sets over which a linear function may be optimized to arbitrary accuracy. This is discussed in more detail in Section 3.5, and natural examples of such sets are provided in Section 3.6. For now, this final level of approximation leads to the following system of equations, which our approximate policy iteration algorithm seeks to solve.

$$
\begin{align*}
& \hat{v}^{\sigma, N}(s ; 0)=0  \tag{3.7}\\
& \hat{v}^{\sigma, N}(s ; t) \stackrel{\epsilon_{N}}{\approx} \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda \hat{\mathcal{v}}^{\sigma, N}\left(s^{\prime} ; t-1\right)\right], \quad s \in \mathcal{S}_{N} ; t=1,2, \ldots, T \tag{3.8}
\end{align*}
$$

The notation $\stackrel{\epsilon}{\approx}$ is used to denote an $\epsilon$-approximation, that is, $u \stackrel{\epsilon}{\approx} \hat{u} \Longleftrightarrow|u-\hat{u}|<\epsilon$. In the event that the inner problem can be solved exactly, we choose $\epsilon_{N}$ to be zero for all $N$, which amounts to solving Equations (3.5)-(3.6).

These three levels of approximation address the issues that would arise in an "as-is" implementation of standard robust policy iteration, and lead to an approximate policy iteration algorithm, every step of which requires a finite amount of memory and computation. Moreover, the state-truncation level $N$ and the number of successive approximation steps $T$ are chosen adaptively via an iterative procedure, so that the action update in the approximate policy improvement step guarantees strict improvement in value in each iteration.

The adaptive procedure is designed such that this improvement is sufficient to ensure value convergence to optimality. These properties of the algorithm and convergence results are discussed in detail in Section 3.5, but we first present the algorithm itself in the next section.

### 3.4 Algorithm

The proposed approximate policy iteration method is described in Algorithm 2. It starts out with an initial policy. In each iteration $k=1,2, \ldots$, Step 2(a) initializes the number of states $N$ in the truncated state-space and the number of successive approximation steps $T$. Steps 2(b)-2(d) find a state-action pair which gives the largest approximate reduction in cost. If this improvement is sufficient and condition (3.13) is satisfied, the variables $N(k)$ and $T(k)$ are assigned values $N$ and $T$ respectively, the current policy is updated and the algorithm proceeds to iteration $k+1$. If not, both $N$ and $T$ are incremented by one and Steps $2(\mathrm{~b})-2(\mathrm{~d})$ are repeated. In this manner, the algorithm generates a sequence of policies which strictly improve in value and their value functions converge to the optimal value function $v^{*}$.

Step 2(e) checks if the approximate cost-reduction is sufficiently negative so as to provide an improvement in the true value function. This requires the calculation of a parameter $\bar{\delta}(s, a, N, T)$. It is a bound defined in Lemma 3.5.8 via a recursive expression, and it converges to zero as $N$ and $T$ grow to infinity. Algorithm 3 gives a subroutine for computing this expression. The bound $\bar{\delta}$ (and hence the subroutine) does not depend on the current policy, and its computation does not need to be repeated in every iteration. Also, it may sometimes be easier to compute an upper bound on $\bar{\delta}$ which also has the same convergence behavior. In that case, it suffices to replace $\bar{\delta}$ with the said bound. An example of this appears in Section 3.6.2.

Note that policies $\sigma^{k-1}$ and $\sigma^{k}$ only differ in state $s^{k-1}$ and are identical in all other states. In particular, if we set $N<s^{k-1}$ in iteration $k$, the two policies coincide over $\mathcal{S}_{N}$. Such an $N$ did not get sufficient cost-reduction in iteration $k-1$, and it will also fail to do so in iteration $k$. Hence, it is sufficient to initialize $N=s^{k-1}$ instead of $N=1$. Moreover, our algorithm follows a "diagonal" approach in which $N$ and $T$ are always equal to each

```
Algorithm 2 Approximate policy iteration for robust countable-state MDPs.
    Initialize: Set iteration counter \(k=1\). Arbitrarily fix the initial policy \(\sigma^{1}\) to one that
    prescribes the first action in \(\mathcal{A}\) in every state. Set \(s^{0}=1\).
    2: for iterations \(k=1,2,3, \ldots\), do
    (a) Set \(N=s^{k-1}=T, N(k)=\infty\), and \(T(k)=\infty\). Let \(\mathcal{S}_{N}=\{1,2, \ldots, N\}\).
Approximate policy evaluation:
(b) Let \(\mathcal{P}_{s}^{k} \equiv \mathcal{P}_{s}^{\sigma^{k}(s)}\). Compute the approximate value function \(v^{k, N}(s ; T)\) for all \(s \in \mathcal{S}_{N}\) by performing \(T\) steps of successive approximation. That is,
\[
\begin{align*}
& v^{k, N}(s ; 0)=0, \quad s \in \mathcal{S}_{N}  \tag{3.9}\\
& v^{k, N}(s ; t) \stackrel{\epsilon_{N}}{\approx} \sup _{p \in \mathcal{P}_{s}^{k}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma^{k}(s), s^{\prime}\right)+\lambda v^{k, N}\left(s^{\prime} ; t+1\right)\right], \quad s \in \mathcal{S}_{N} ; t=1,2, \ldots, T . \tag{3.10}
\end{align*}
\]
```

Approximate simple policy improvement:
(c) For $s \in \mathcal{S}_{N}$ and $a \in \mathcal{A}$, compute the approximate improvement $\gamma^{k, N}(s, a ; T)$ by solving the following system of equations.

$$
\begin{equation*}
\gamma^{k, N}(s, a ; T) \stackrel{\epsilon_{N}}{\approx} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{k ; N}\left(s^{\prime} ; T\right)\right]-v^{k ; N}(s ; T) \tag{3.11}
\end{equation*}
$$

(d) Find a state-action pair which minimizes the $\beta$-weighted approximate improvement across all states in $\mathcal{S}_{N}$ and actions in $\mathcal{A}$. That is, let

$$
\begin{equation*}
\left(s^{k, N}(T), a^{k, N}(T)\right) \in \underset{s \in \mathcal{S}_{N}, a \in \mathcal{A}}{\operatorname{argmin}} \beta(s) \gamma^{k, N}(s, a ; T) . \tag{3.12}
\end{equation*}
$$

(e) Compute $\bar{\delta}\left(s^{k, N}(T), a^{k, N}(T), N, T\right)$ via Algorithm 3 .

If

$$
\begin{equation*}
\gamma^{k, N}\left(s^{k, N}(T), a^{k, N}(T) ; T\right)<-\bar{\delta}\left(s^{k, N}(T), a^{k, N}(T), N, T\right), \tag{3.13}
\end{equation*}
$$

set $N(k)=N, T(k)=T,\left(s^{k}, a^{k}\right)=\left(s^{k, N}(T), a^{k, N}(T)\right)$, and update policy $\sigma^{k}$ by choosing $\sigma^{k+1}\left(s^{k}\right)=a^{k}, \sigma^{k+1}(s)=\sigma^{k}(s)$ for all $s \neq s^{k}$;
else set $N=N+1, T=T+1$, and go to Step 2(b).
end for
other. This is a convenient choice which further implies that $N(k)=T(k)$ in every iteration, a property used in Lemma 3.5.16 to establish that both $N(k)$ and $T(k)$ diverge to infinity as $k$ increases. While the convergence of the algorithm relies on this divergence, it does not

```
Algorithm 3 Subroutine for computing \(\bar{\delta}(\bar{s}, \bar{a}, N, T)\)
    Input \(\bar{s}, \bar{a}, N, T\).
    2: For all \(s \in \mathcal{S}_{N}\) and \(a \in \mathcal{A}\), compute
\[
\tilde{M}_{N}(s, a) \stackrel{\epsilon_{N}}{\approx} \sup _{p \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime}>N} p\left(s^{\prime} \mid s, a\right), \quad M_{N}(s)=\max _{a \in \mathcal{A}} \tilde{M}_{N}(s, a) .
\]
3: Initialize \(\bar{B}_{N}(s, a ; 0)=0\) for all \(s \in \mathcal{S}_{N}\) and \(a \in \mathcal{A}\). For \(t=1, \ldots, T\), compute
\[
\begin{array}{rlr}
B_{N}(s ; t) & =\lambda \max _{a \in \mathcal{A}} \bar{B}_{N}(s, a ; t-1)+\frac{c\left(1-\lambda^{t}\right)}{1-\lambda} M_{N}(s), & s \in \mathcal{S}_{N}, \\
\bar{B}_{N}(s, a ; t) & \stackrel{\epsilon_{N}}{\approx} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[B_{N}\left(s^{\prime} ; t\right)\right], & s \in \mathcal{S}_{N}, a \in \mathcal{A} .
\end{array}
\]
```

4: Compute

$$
\bar{\delta}(\bar{s}, \bar{a}, N, T)=\frac{c \lambda^{T}}{1-\lambda}+\frac{c}{1-\lambda} \tilde{M}_{N}(\bar{s}, \bar{a})+B_{N}(\bar{s} ; T)+\lambda \bar{B}_{N}(\bar{s}, \bar{a} ; T)+\frac{2 \lambda \epsilon_{N}}{1-\lambda}+\frac{4 c \epsilon_{N}}{(1-\lambda)^{2}} .
$$

explicitly use the equality of $N(k)$ and $T(k)$. In other words, any choice of these parameters which ensures that Condition (3.13) is satisfied and $N(k), T(k) \rightarrow \infty$ as $k \rightarrow \infty$, would yield an implementable convergent algorithm.

Next, we justify our claim from Section 3.3 that this algorithm can be used in practice. The initial policy arbitrarily assigns the first action $(1 \in \mathcal{A})$ to each state. Thus, it has a finite representation even though it is an infinite-dimensional policy. Similarly, since a single action is updated in every iteration, the stationary policy $\sigma^{k}$ has at most $k$ actions different from 1 and also has a finite representation. As such, every policy can be stored on a computer with finite memory. The approximate policy evaluation Step 2(b) now consists of solving only finitely many equations, each of which contains finite sums, as opposed to the infinite system in (3.3). Similarly, Step 2(d) in the approximate policy improvement step now entails the search for a minimum over a finite set. Step 2(e) contains an "if" condition which may seemingly never be satisfied, allowing the algorithm to get stuck in an infinite loop. However, we show in Lemma 3.5.10 that if the current policy $\sigma^{k}$ is not optimal, then the condition
in Step 2(e) is satisfied for some large enough $N$ and $T$ and the loop terminates finitely. The uncertainty sets are chosen so that the inner maximization in Steps 2(c) and 2(d) can be solved to accuracy $\epsilon_{N}$ in finite time. Therefore, each iteration of our algorithm requires finite memory and a finite amount of computation, resolving the difficulty we would have encountered in implementing the standard policy iteration algorithm described in Section 3.2. As such, this approximate version of simple policy iteration is implementable.

Finally, we remark that the algorithm is not simply solving to optimality a sequence of finite-state MDPs with increasing state-spaces. We do employ a sequence of finite-state approximations but our approach is more subtle. Values of the truncated MDPs are only computed approximately, which ensures that the policy evaluation step can be performed finitely. Moreover, the size of the approximation and the policy update-scheme are chosen suitably so that monotonic value improvement in each iteration as well as asymptotic convergence to optimality are guaranteed. The convergence results are discussed in the next section.

### 3.5 Convergence results

Algorithm 2 generates a sequence of policies $\sigma^{k}$. Let $v^{k}$ denote the corresponding value functions. While the algorithm does not compute $v^{k}$ explicitly, we prove, via a sequence of lemmas, that these values improve in every iteration and must converge to the optimal value function $v^{*}$ in the $\beta$-norm as $k \rightarrow \infty$. Before presenting the proofs, though, we discuss a few subtle issues about the uncertainty sets $\mathcal{P}_{s}^{a}$.

First, note that the main premise for using state-truncation as an approximation for a countable-state MDP is that far-away states are less significant. Mathematically, this means that for any state-action pair $(s, a)$, the expected tail cost incurred from states that are sufficiently far away from $s$, is small and shrinks to zero as more and more states are included in the approximation. This is always true for nominal MDPs, since the expected tail cost can be bounded above by $c$ times the tail probability $\sum_{s^{\prime}>N} p\left(s^{\prime} \mid s, a\right)$, which vanishes as $N$ grows. For robust MDPs, however, this issue is non-trivial and and depends on the
choice of uncertainty sets. In this case, we need the worst-case expected tail cost to shrink to zero when more states are included in the approximate MDP, and this property does not always hold. For example, suppose $\mathcal{P}_{s}^{a}$ contains all pmfs which place an atomic mass at one of the states. For simplicity, assume also that $c\left(s, a, s^{\prime}\right) \geq 1$ for all $s, s^{\prime} \in \mathcal{S}$ and $a \in \mathcal{A}$. Then, for any $N$, the worst-case expected tail cost $\sup _{p \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime}>N} p\left(s^{\prime} \mid s, a\right) c\left(s, a, s^{\prime}\right)$ is at least 1 . This implies that a finite-state approximation will never give an arbitrarily good estimate of the total cost for the original MDP.

Such cases can be avoided by a careful choice of uncertainty sets. Intuitively, we need the tail transition-probability to be small regardless of which distribution from $\mathcal{P}_{s}^{a}$ is chosen, and this is guaranteed by Assumption 3.5.1 below.

Assumption 3.5.1. For each state-action pair $(s, a)$ and $N \in \mathcal{S}$, define the maximum tail probability as

$$
\begin{equation*}
M_{N}(s, a)=\sup _{p \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime}>N} p\left(s^{\prime} \mid s, a\right) . \tag{3.14}
\end{equation*}
$$

Then, $M_{N}(s, a) \rightarrow 0$ as $N \rightarrow \infty$.
In the language of probability theory, this is equivalent to stating that the set of pmfs $\mathcal{P}_{s}^{a}$ is "tight". By Prokhorov's theorem [15], this further implies that $\mathcal{P}_{s}^{a}$ is weakly precompact. That is, for any sequence $p^{n} \in \mathcal{P}_{s}^{a}$, there exists a subsequence $p^{r_{n}} \in \mathcal{P}_{s}^{a}$ and a pmf $p \in \mathcal{M}(\mathcal{S})$ such that $\mathbf{E}_{p^{r_{n}}}\left[u\left(s^{\prime}\right)\right] \rightarrow \mathbf{E}_{p}\left[u\left(s^{\prime}\right)\right]$ as $n \rightarrow \infty$, for all functions $u$ on $\mathcal{S}$. Note that the limit $p$ does not necessarily lie in the set $\mathcal{P}_{s}^{a}$. This property is used later in the proof of value convergence of the algorithm.

The second issue arises from the inner maximization probLem Recall from Equation (3.6) that for an $(N, T)$-approximation, the inner problem for a fixed state-action pair $(s, a)$ is of the form

$$
\begin{equation*}
\tilde{u}(s)=\sup _{p \in \mathcal{P}_{s}^{a} a} \sum_{s^{\prime} \leq N} p\left(s^{\prime} \mid s, a\right)\left[c\left(s, a, s^{\prime}\right)+\lambda u\left(s^{\prime}\right)\right] . \tag{3.15}
\end{equation*}
$$

The optimization variable is the probability mass function (pmf), the objective function is a linear function of this variable, and the feasible region is the uncertainty set $\mathcal{P}_{s}^{a}$. For finitestate robust MDPs, this problem can easily be solved numerically under suitable choice of uncertainty sets - closed convex sets, for example. In the countable-state case, however, this is not straightforward since (3.15) becomes an infinite-dimensional optimization probLem While an analytical solution may occasionally be available, numerical methods must be used in general. As such, it may not even be possible to practically solve this problem to arbitrary accuracy, which is essential for the implementability and convergence of the proposed policy iteration algorithm. We observe that the objective function depends only on the first $N$ components of $p$. Thus, optimizing over $\mathcal{P}_{s}^{a}$ is equivalent to optimizing over its algebraic projection onto the finite-dimensional space $\mathbb{R}^{N}$, effectively making it a finite-dimensional optimization probLem Thus, in theory, solving the inner problem here is as easy as the finite-state case. But this idea is not very useful in practice since it requires an algebraic representation of the projection $\mathcal{P}_{s}^{a}$ onto its first $N$ components. This may not be possible for many common uncertainty sets, thereby calling for a more delicate handling of this issue. We omit further details here, and just state that the uncertainty sets must be chosen so that the inner problem can be solved to arbitrary accuracy. In Section 3.6, we provide examples of problems where this can be achieved.

Now, we state and prove several lemmas, which help us establish the main convergence results in Theorems 3.5.17 and 3.5.18. For ease of exposition, interdependence of the various results and their contributions are summarized in Figure 3.1 and Table 3.1.

The first lemma gives a necessary and sufficient condition for a policy to be optimal, and is simply a restatement of the fact that the robust Bellman equations must be satisfied at optimality. For a given policy $\sigma, v^{\sigma}$ denotes its value function. For each state-action pair $(s, a)$, let $\gamma^{\sigma}(s, a)$ be the improvement obtained by changing the policy in a single state $s$ by


Figure 3.1: A schematic representation of the interdependence of results in Section 3.5.
replacing action $\sigma(s)$ with $a$. Then,

$$
\begin{equation*}
\gamma^{\sigma}(s, a)=\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]-v^{\sigma}(s) \tag{3.16}
\end{equation*}
$$

Lemma 3.5.2. A policy $\sigma$ is optimal if and only if $\gamma^{\sigma}(s, a) \geq 0$ for all $s \in \mathcal{S}$ and $a \in \mathcal{A}$.

Proof. For any state $s$,

$$
\begin{equation*}
v^{\sigma}(s)=\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right] \geq \min _{a \in \mathcal{A}}\left\{\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]\right\} . \tag{3.17}
\end{equation*}
$$

|  | Description | Results used |
| :---: | :--- | :--- |
| Assum 3.5.1 | Tail probabilities vanish uniformly. | - |
| Lem 3.5.2 | Optimal policies satisfy Bellman equations. | - |
| Lem 3.5.3 | Error due to approximate solution of inner prob- <br> Lem | - |
| Lem 3.5.4 | Error due to $(N, T)$-approximation of the MDP. | - |
| Cor 3.5.5 | Approximation bounds for true versus approximate <br> value functions. | Lem 3.5.3, 3.5.4 |
| Lem 3.5.6 | Uniform convergence of expectations. | Assum 3.5.1 |
| Lem 3.5.7 | Policy-dependent bound $\delta$ on difference between <br> true and approximate improvement. | Cor 3.5.5 |
| Lem 3.5.8 | Existence and convergence of a policy-independent <br> bound $\bar{\delta} \geq \delta$. | Assum 3.5.1, <br> Lem 3.5.6, 3.5.7 |
| Cor 3.5.9 | Convergence of approximate value of a policy to its <br> true value. | Cor 3.5.5, Lem 3.5.8 |
| Lem 3.5.10 | Finite termination of the 'if' loop in the algorithm. | Lem 3.5.2, 3.5.8 |
| Lem 3.5.11 | Contraction property of the robust evaluation op- <br> erator. | - |
| Lem 3.5.12 | Policy update by an improving state-action pair <br> gives a better policy. | Lem 3.5.12 |
| Cor 3.5.13 | Policies generated by the algorithm are nonincreas- <br> ing in value. | Lem 3.5.11, 3.5.12 |
| Cor 3.5.14 | The algorithm never repeats a non-optimal policy. | Cor 3.5.13 |
| Lem 3.5.15 | Weighted improvement for $\left(s^{k}, a^{k}\right)$ asymptotically <br> vanishes. | Cor 3.5.14 |
| Lem 3.5.16 | The number of states included $N(k)$ and the num- <br> ber of successive approximation steps $T(k)$ diverge <br> to infinity. | Cor 3.5.14 |
| Theorems <br> $3.5 .17 ~ \& ~$ <br> 3.5 .18 | Policies generated by the algorithm converge in <br> value to optimal; policies converge subsequentially <br> to an optimal policy. | Assum 3.5.1, <br> Lem 3.5.2, 3.5.8, <br> $3.5 .12, ~ 3.5 .15, ~$ |

Table 3.1: A summary of contribution and interdependence of the results in Section 3.5.

First suppose that $\gamma^{\sigma}(s, a) \geq 0$ for all $s \in \mathcal{S}, a \in \mathcal{A}$. Then, by definition of $\gamma^{\sigma}(\cdot, \cdot)$,

$$
\begin{aligned}
v^{\sigma}(s) & \leq \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right] \text { for all } s \in \mathcal{S}, a \in \mathcal{A} \\
\Longrightarrow & v^{\sigma}(s) \leq \min _{a \in \mathcal{A}}\left\{\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]\right\} \text { for all } s \in \mathcal{S} .
\end{aligned}
$$

This combined with (3.17) implies that

$$
v^{\sigma}(s)=\min _{a \in \mathcal{A}}\left\{\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]\right\} \text { for all } s \in \mathcal{S}
$$

Thus, $v^{\sigma}$ satisfies the robust Bellman equations and must be the optimal value function. Hence, the policy $\sigma$ is optimal.

Conversely, suppose that policy $\sigma$ is optimal. Then,

$$
\begin{aligned}
v^{\sigma}(s) & =\min _{a \in \mathcal{A}}\left\{\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]\right\} \text { for all } s \in \mathcal{S} \\
& \leq \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right] \text { for all } s \in \mathcal{S}, a \in \mathcal{A} \\
\Longrightarrow 0 & \leq \gamma^{\sigma}(s, a) \text { for all } s \in \mathcal{S}, a \in \mathcal{A} .
\end{aligned}
$$

This completes the proof.
We noted in Section 3.3 that it may not be possible to solve the inner maximization problem in Equation (3.6) exactly. As such, for any $N$ and $T$, the algorithm solves the inner problem to a pre-defined accuracy $\epsilon_{N}$ in each step of successive approximation. The next lemma computes the total error accumulated as a result.

Lemma 3.5.3. For fixed $N$ and $T$, and $t=1, \ldots, T$, let $v^{\sigma, N}(\cdot, t)$ be obtained from Equations (3.5)-(3.6); and let $\hat{v}^{\sigma, N}(\cdot, t)$ be obtained from Equations (3.7)-(3.8). Then,

$$
\begin{equation*}
\left|v^{\sigma, N}(s, t)-\hat{v}^{\sigma, N}(s, t)\right|<\epsilon_{N} \frac{1-\lambda^{t}}{1-\lambda}, \quad \text { for all } s \in \mathcal{S}_{N}, t=1,2, \ldots, T \tag{3.18}
\end{equation*}
$$

Proof. Recall that $v^{\sigma, N}(\cdot, t)$ is the value function for the $(N, T)$-approximation when the inner problem in Equation (3.6) is solved exactly. Similarly, $\hat{v}^{\sigma, N}(\cdot, t)$ is the value function obtained when the inner problems are solved to accuracy $\epsilon_{N}$ as in Equation (3.8). We will prove the result by induction on $t=0,1, \ldots, T$.

We introduce an intermediate function $\tilde{v}^{\sigma, N}(s ; t)$ obtained by solving (3.8) exactly. That
is,

$$
\begin{equation*}
\tilde{v}^{\sigma, N}(s ; t)=\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda \hat{v}^{\sigma, N}\left(s^{\prime} ; t-1\right)\right], s \in \mathcal{S}_{N}, t=1,2, \ldots, T \tag{3.19}
\end{equation*}
$$

Thus, $\hat{v}^{\sigma, N}(s ; t) \stackrel{\epsilon_{N}}{\approx} \tilde{v}^{\sigma, N}(s ; t)$ for all states $s \in \mathcal{S}_{N}$ and for all $t=1, \ldots, T$.

Since $v^{\sigma, N}(s ; 0)=0=\hat{v}^{\sigma, N}(s ; 0)$ for all $s \in \mathcal{S}_{N}$, it follows from Equation (3.19) that

$$
\begin{aligned}
\tilde{v}^{\sigma, N}(s ; 1) & =\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda \hat{v}^{\sigma, N}\left(s^{\prime} ; 0\right)\right] \\
& =\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma, N}\left(s^{\prime} ; 0\right)\right]=\hat{v}^{\sigma, N}(s ; 1) .
\end{aligned}
$$

Therefore,
$\left|\hat{v}^{\sigma, N}(s ; 1)-v^{\sigma, N}(s ; 1)\right| \leq\left|\hat{v}^{\sigma, N}(s ; 1)-\tilde{v}^{\sigma, N}(s ; 1)\right|+\left|\tilde{v}^{\sigma, N}(s ; 1)-v^{\sigma, N}(s ; 1)\right|<0+\epsilon_{N}=\epsilon_{N} \forall s \in \mathcal{S}_{N}$.

So the result holds for $t=1$. Now, suppose the result is true for some $t<T$ and we will prove it for $t+1$. Once again, for any $s \in \mathcal{S}_{N}$,

$$
\begin{aligned}
\tilde{v}^{\sigma, N}(s ; t+1) & =\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda \hat{v}^{\sigma, N}(s ; t)\right] \\
& \leq \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda\left(v^{\sigma, N}\left(s^{\prime} ; t\right)+\left(1-\lambda^{t}\right) \frac{\epsilon_{N}}{1-\lambda}\right)\right] \\
& \leq \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma, N}\left(s^{\prime} ; t\right)\right]+\left(\lambda-\lambda^{t+1}\right) \frac{\epsilon_{N}}{1-\lambda} \\
& =v^{\sigma, N}(s ; t+1)+\left(\lambda-\lambda^{t+1}\right) \frac{\epsilon_{N}}{1-\lambda} \\
\Longrightarrow \hat{v}^{\sigma, N}(s ; t+1) & \leq \tilde{v}^{\sigma, N}(s ; t+1)+\epsilon_{N} \\
& \leq v^{\sigma, N}(s ; t+1)+\left(\lambda-\lambda^{t+1}\right) \frac{\epsilon_{N}}{1-\lambda}+\epsilon_{N}=v^{\sigma, N}(s ; t+1)+\left(1-\lambda^{t+1}\right) \frac{\epsilon_{N}}{1-\lambda} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
v^{\sigma, N}(s ; t+1) & =\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma, N}\left(s^{\prime} ; t\right)\right] \\
& \leq \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda\left(\hat{v}^{\sigma, N}\left(s^{\prime} ; t\right)+\left(1-\lambda^{t}\right) \frac{\epsilon_{N}}{1-\lambda}\right)\right] \\
& \leq \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda \hat{v}^{\sigma, N}\left(s^{\prime} ; t\right)\right]+\left(\lambda-\lambda^{t+1}\right) \frac{\epsilon_{N}}{1-\lambda} \\
& =\tilde{v}^{\sigma, N}(s ; t+1)+\left(\lambda-\lambda^{t+1}\right) \frac{\epsilon_{N}}{1-\lambda} \\
& \leq \hat{v}^{\sigma, N}(s ; t+1)+\epsilon_{N}+\left(\lambda-\lambda^{t+1}\right) \frac{\epsilon_{N}}{1-\lambda}=\hat{v}^{\sigma, N}(s ; t+1)+\left(1-\lambda^{t+1}\right) \frac{\epsilon_{N}}{1-\lambda}
\end{aligned}
$$

Thus, $\left|v^{\sigma, N}(s ; t)-\hat{v}^{\sigma, N}(s ; t)\right|<\epsilon_{N}\left(1-\lambda^{t}\right) /(1-\lambda)$ for all $t=1, \ldots, T$. This completes the proof.

Even when the inner problem can be solved exactly, the algorithm never computes the true value $v^{\sigma}$ of policy $\sigma$. Instead, it computes an $(N, T)$-approximation to $v^{\sigma}$ via equations (3.5)-(3.6). Our next lemma provides bounds on the quality of this approximation.

Lemma 3.5.4. Let $\sigma$ be a fixed policy with value $v^{\sigma}$. For fixed $N$ and $T$, let $v^{\sigma, N}(\cdot ; T)$ be its approximate value function obtained via Equations (3.5)-(3.6). For all states $s \in \mathcal{S}_{N}$, we have,

$$
\begin{equation*}
v^{\sigma, N}(s ; T) \leq v^{\sigma}(s) \leq v^{\sigma, N}(s ; T)+\frac{c \lambda^{t}}{1-\lambda}+\mathcal{E}_{N}(s ; \sigma, T) \tag{3.20}
\end{equation*}
$$

where $\mathcal{E}_{N}(s ; \sigma, 0)=0$ and for $t=1,2, \ldots, T$,

$$
\begin{equation*}
\mathcal{E}_{N}(s ; \sigma, t)=\lambda \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, t-1\right)\right]+\frac{c\left(1-\lambda^{t}\right)}{1-\lambda} M_{N}(s, \sigma(s)) . \tag{3.21}
\end{equation*}
$$

Proof. We will prove the result in two steps by introducing an intermediate approximation to the value function. Let $v^{\sigma}(\cdot ; T)$ be the approximate value of a policy $\sigma$ obtained through $T$ steps of successive approximation, starting with an initial guess 0 . Note that $v^{\sigma}(\cdot ; T)$ is
defined for all states in $\mathcal{S}$. So,

$$
\begin{align*}
& v^{\sigma}(s ; 0)=0, \quad s \in \mathcal{S}  \tag{3.22}\\
& v^{\sigma}(s ; t)=\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime} ; t-1\right)\right], \quad s \in \mathcal{S} ; t=1, \ldots, T \tag{3.23}
\end{align*}
$$

We first obtain a relationship between $v^{\sigma}(\cdot ; T)$ and $v^{\sigma}(\cdot)$, using induction on $t=0,1, \ldots, T$. For any state $s \in \mathcal{S}$, the true value function is non-negative and bounded above by $c /(1-\lambda)$, that is, $0 \leq v^{\sigma}(s) \leq c /(1-\lambda)$. This implies that $v^{\sigma}(s ; 0) \leq v^{\sigma}(s) \leq v^{\sigma}(s ; 0)+c /(1-\lambda)$ for all $s \in \mathcal{S}$. Now suppose for some $t<T$, we have,

$$
v^{\sigma}\left(s^{\prime} ; t\right) \leq v^{\sigma}\left(s^{\prime}\right) \leq v^{\sigma}\left(s^{\prime} ; t\right)+\frac{c \lambda^{t}}{1-\lambda}, \forall s^{\prime} \in \mathcal{S} .
$$

We will show that the result holds for $t+1$ as well. Fix a state $s \in \mathcal{S}$. Multiplying the above inequality by $\lambda$ and adding $c\left(s, \sigma(s), s^{\prime}\right)$ gives
$c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime} ; t\right) \leq c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right) \leq c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime} ; t\right)+\frac{c \lambda^{t+1}}{1-\lambda}, \forall s^{\prime} \in \mathcal{S}$.

Further multiplying the above with any $p(\cdot \mid s, \sigma(s)) \in \mathcal{P}_{s}^{\sigma}$ and summing over all $s^{\prime} \in \mathcal{S}$, we have

$$
\begin{aligned}
\mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime} ; t\right)\right] & \leq \mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right] \\
& \leq \mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime} ; t\right)+\frac{c \lambda^{t+1}}{1-\lambda}\right] \\
& =\mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime} ; t\right)\right]+\frac{c \lambda^{t+1}}{1-\lambda}
\end{aligned}
$$

Finally, taking suprema over $\mathcal{P}_{s}^{\sigma}$ gives

$$
v^{\sigma}(s ; t+1) \leq v^{\sigma}(s) \leq v^{\sigma}(s ; t+1)+\frac{c \lambda^{t+1}}{1-\lambda} \forall s \in \mathcal{S} .
$$

Thus, we have for all $t=1, \ldots, T$ and for all $s \in \mathcal{S}$,

$$
\begin{equation*}
v^{\sigma}(s ; t) \leq v^{\sigma}(s) \leq v^{\sigma}(s ; t)+\frac{c \lambda^{t}}{1-\lambda} \tag{3.24}
\end{equation*}
$$

Next, we compute the error introduced by state-truncation. For this, we obtain a relationship between $v^{\sigma, N}(\cdot ; T)$ defined in Equations (3.5)-(3.6), and $v^{\sigma}(\cdot ; T)$ defined in Equations (3.22)-(3.23). We claim that for $t=0,1, \ldots, T$, we have

$$
\begin{equation*}
v^{\sigma, N}(s ; t) \leq v^{\sigma}(s ; t) \leq v^{\sigma, N}(s ; t)+\mathcal{E}_{N}(s ; \sigma, t) \tag{3.25}
\end{equation*}
$$

where $\mathcal{E}_{N}(s ; \sigma, t)$ is defined in Equation (3.21). Since $\mathcal{E}_{N}(s ; \sigma, 0)=0$ and $v^{\sigma, N}(s ; 0)=0=$ $v^{\sigma}(\cdot ; 0)$ for all $s \in \mathcal{S}_{N}$, the result is true for $t=0$. We complete the proof by induction on $t=0,1, \ldots, T$. Observe that

$$
\begin{equation*}
v^{\sigma}(s ; t) \leq c\left(1+\lambda+\ldots+\lambda^{t-1}\right)=\frac{c}{1-\lambda}\left(1-\lambda^{t}\right) \quad \forall s \in \mathcal{S}, t=1,2, \ldots, T \tag{3.26}
\end{equation*}
$$

Suppose our claim is true for some $t<T$. Then, for $t+1$, for a fixed state $s \in \mathcal{S}_{N}$, we have

$$
\begin{aligned}
v^{\sigma, N}(s ; t+1) & =\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma, N}\left(s^{\prime} ; t\right)\right] \\
& \leq \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime} ; t\right)\right] \quad \text { (by induction hypothesis) } \\
& \leq \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime} ; t\right)\right]=v^{\sigma}(s ; t+1)
\end{aligned}
$$

Conversely,

$$
\begin{aligned}
& v^{\sigma}(s ; t+1) \leq \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime} ; t\right)\right]+\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{\overline{\mathcal{P}_{N}}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime} ; t\right)\right] \\
& \leq \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda\left(v^{\sigma, N}\left(s^{\prime} ; t\right)+\mathcal{E}_{N}\left(s^{\prime} ; \sigma, t\right)\right)\right] \\
&+\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{\overline{p_{N}}}\left[c+\frac{c \lambda}{1-\lambda}\left(1-\lambda^{t}\right)\right] \\
& \leq \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma, N}\left(s^{\prime} ; t\right)\right]+\lambda \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, t\right)\right] \\
&+c\left(\frac{1-\lambda^{t+1}}{1-\lambda}\right) M_{N}(s, \sigma(s)) \\
&= v^{\sigma, N}(s ; t+1)+\lambda \sup _{p(\cdot \mid s, \sigma(s(s))}^{\in \mathcal{P}_{s}^{s}} \\
& \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, t\right)\right]+c\left(\frac{1-\lambda^{t+1}}{1-\lambda}\right) M_{N}(s, \sigma(s)) \\
&= v^{\sigma, N}(s ; t+1)+\mathcal{E}_{N}(s ; \sigma, t+1)
\end{aligned}
$$

where $\mathcal{E}_{N}(s ; \sigma, t+1)$ is defined in Equation (3.21). Thus, the claim is true for all $t=$ $0,1, \ldots, T$.

Finally, combining Equations (3.24) and (3.25) and plugging in $t=T$ completes the proof.

The algorithm explicitly computes the approximate value function $\hat{v}^{\sigma, N}(\cdot ; T)$, and the next corollary combines Lemmas 3.5.3 and 3.5.4 to bound the deviation of this approximation from the true value function $v^{\sigma}(\cdot)$.

## Corollary 3.5.5.

$$
\hat{v}^{\sigma, N}(s ; T)-\frac{1-\lambda^{T}}{1-\lambda} \epsilon_{N} \leq v^{\sigma}(s) \leq \hat{v}^{\sigma, N}(s ; T)+\frac{c \lambda^{T}}{1-\lambda}+\mathcal{E}_{N}(s ; \sigma, T)+\epsilon_{N} \frac{1-\lambda^{T}}{1-\lambda}, \forall s \in \mathcal{S}_{N}
$$

Proof. The result follows from Equations (3.18) and (3.20).
The algorithm uses state truncation, successive approximation and approximate solution of inner problems to explicitly compute an approximate value function. A desirable property
in any good approximation is that it asymptotically recover the true value. Towards this goal, the following results will show that the error terms obtained in Corollary 3.5.5 vanish as $N$ and $T$ are made arbitrarily large. But we first present a result that establishes uniform convergence of certain expectations. This will be utilized in subsequent proofs.

Suppose $u_{N}(\cdot)$ is a bounded sequence of functions that converges pointwise to zero on $\mathcal{S}$ as $n \rightarrow \infty$. Then, for any $\operatorname{pmf} p \in \mathcal{M}(\mathcal{S})$, the expected value $\mathbf{E}_{p}\left[u_{N}\left(s^{\prime}\right)\right] \rightarrow 0$ by the Dominated Convergence Theorem. However, the approximation bounds obtained in the previous lemmas contain terms of the form $\sup \mathbf{E}_{p}\left[u_{N}\left(s^{\prime}\right)\right]$. It is not obvious whether these worst-case expected values vanish as well. The next lemma establishes that they do, provided the uncertainty sets satisfy Assumption 3.5.1.

Lemma 3.5.6. For all $s \in \mathcal{S}$, let $u_{N}(s)$ be a non-negative sequence that converges to 0 as $N \rightarrow \infty$, and is uniformly bounded over $\mathcal{S}$ by some constant $U$. For all $N \in \mathbb{N}$, define

$$
a_{N}=\sup _{p \in \mathcal{P}} \mathbf{E}_{p}\left[u_{N}\left(s^{\prime}\right)\right]
$$

where $\mathcal{P}$ satisfies Assumption 3.5.1. Then, $a_{N}$ converges to 0 as $N \rightarrow \infty$ and is uniformly bounded above by $U$.

Proof. It is easy to see that $0 \leq a_{N} \leq U$ for all $N$.
Further, for any $n \in \mathbb{N}$, we can write

$$
\begin{aligned}
a_{N} & =\sup _{p \in \mathcal{P}}\left(\mathbf{E}_{p_{n}}\left[u_{N}\left(s^{\prime}\right]\right)+\mathbf{E}_{\overline{p_{n}}}\left[u_{N}\left(s^{\prime}\right)\right]\right) \\
& \leq \sup _{p \in \mathcal{P}} \mathbf{E}_{p_{n}}\left[u_{N}\left(s^{\prime}\right]\right)+\sup _{p \in \mathcal{P}} \mathbf{E}_{\overline{p_{n}}}\left[u_{N}\left(s^{\prime}\right)\right] \\
& \leq \sup _{p \in \mathcal{P}} \mathbf{E}_{p_{n}}\left[u_{N}\left(s^{\prime}\right]\right)+U \sup _{p \in \mathcal{P}} \mathbf{E}_{\overline{p_{n}}}[1] .
\end{aligned}
$$

Given $\epsilon>0$, choose $n$ so that $\sup _{p \in \mathcal{P}} \mathbf{E}_{\overline{p_{n}}}[1]=\sup _{p \in \mathcal{P}} \sum_{s^{\prime}>n} p\left(s^{\prime}\right)<\epsilon /(2 U)$. Such an $n$ exists since $\mathcal{P}$ satisfies Assumption 3.5.1.

Further, note that $u_{N}(s)$ vanishes uniformly over $s \in\{1,2, \ldots, n\}$, that is, we can find
$N_{0} \in \mathbb{N}$ such that for $N \geq N_{0}, u_{N}(s)<\epsilon / 2$ for all $s \in\{1,2, \ldots, n\}$. Then, for $N \geq N_{0}$, we have

$$
a_{N} \leq \frac{\epsilon}{2} \sup _{p \in \mathcal{P}} \mathbf{E}_{p_{n}}[1]+U \frac{\epsilon}{2 U} \leq \epsilon .
$$

Since $\epsilon>0$ was arbitrary, this completes the proof.

The policy improvement step uses the value of the current policy to choose a state-action pair which gives the maximum improvement. Since the true value $v^{\sigma}$ is not available, we cannot compute the true improvement either. Instead, the algorithm computes an approximation $\gamma^{\sigma, N}(\cdot, \cdot ; T)$ defined as

$$
\begin{equation*}
\gamma^{\sigma, N}(s, a ; T) \stackrel{\epsilon_{N}}{\approx} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[c\left(s, a, s^{\prime}\right)+\lambda \hat{v}^{\sigma, N}\left(s^{\prime} ; T\right)\right]-\hat{v}^{\sigma, N}(s ; T), \forall s \in \mathcal{S}_{N}, a \in \mathcal{A} \tag{3.27}
\end{equation*}
$$

The next lemma establishes a relation between the approximate improvement and the true improvement defined in Equation (3.16).

Lemma 3.5.7. For a fixed policy $\sigma$ and for any state $s \in \mathcal{S}_{N}$, action $a \in \mathcal{A}$,

$$
\begin{equation*}
\left|\gamma^{\sigma, N}(s, a ; T)-\gamma^{\sigma}(s, a)\right| \leq \delta(s, a, \sigma, N, T) \tag{3.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta(s, a, \sigma, N, T)=\frac{c}{1-\lambda}\left(\lambda^{T}+2 \epsilon_{N}+M_{N}(s, a)\right)+\mathcal{E}_{N}(s ; \sigma, T)+\lambda \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, T\right)\right] \tag{3.29}
\end{equation*}
$$

Proof. For any state $s \in \mathcal{S}_{N}$ and action $a \in \mathcal{A}$,

$$
\begin{aligned}
\gamma^{\sigma}(s, a)= & \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]-v^{\sigma}(s) \\
\leq & \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]+\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{\overline{p_{N}}}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]-v^{\sigma}(s) \\
\leq & \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[c\left(s, a, s^{\prime}\right)+\lambda\left(\hat{v}^{\sigma, N}\left(s^{\prime} ; T\right)+\frac{c \lambda^{T}}{1-\lambda}+\epsilon_{N} \frac{1-\lambda^{T}}{1-\lambda}+\mathcal{E}_{N}\left(s^{\prime} ; \sigma, T\right)\right)\right] \\
& +\left(c+\frac{\lambda c}{1-\lambda}\right) M_{N}(s, a)-\hat{v}^{\sigma, N}(s ; T)+\epsilon_{N} \frac{1-\lambda^{T}}{1-\lambda} \quad(\text { by Corollary 3.5.5) } \\
\leq & \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[c\left(s, a, s^{\prime}\right)+\lambda \hat{v}^{\sigma, N}(s ; T)\right]-\hat{v}^{\sigma, N}(s ; T) \\
& +\frac{c \lambda^{T+1}}{1-\lambda}+\lambda \epsilon_{N} \frac{1-\lambda^{T}}{1-\lambda}+\lambda \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, T\right)\right]+\frac{c}{1-\lambda} M_{N}(s, a)+\epsilon_{N} \frac{1-\lambda^{T}}{1-\lambda} \\
\leq & \gamma^{\sigma, N}(s, a ; T)+\epsilon_{N} \\
& +\frac{c \lambda^{T+1}}{1-\lambda}+(1+\lambda) \epsilon_{N} \frac{1-\lambda^{T}}{1-\lambda}+\lambda \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, T\right)\right]+\frac{c}{1-\lambda} M_{N}(s, a) \\
\leq & \gamma^{\sigma, N}(s, a ; T)+\frac{c \lambda^{T+1}}{1-\lambda}+2 \epsilon_{N} \frac{1-\lambda^{T+1}}{1-\lambda}+\lambda \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, T\right)\right]+\frac{c}{1-\lambda} M_{N}(s, a) .
\end{aligned}
$$

Conversely, for any state $s \in \mathcal{S}_{N}$,

$$
\begin{aligned}
\gamma^{\sigma, N}(s, a ; T) & \stackrel{\epsilon_{N}}{\approx} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[c\left(s, a, s^{\prime}\right)+\lambda \hat{v}^{\sigma, N}\left(s^{\prime} ; T\right)\right]-\hat{v}^{\sigma, N}(s ; T) \\
& \leq \epsilon_{N}+\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[c\left(s, a, s^{\prime}\right)+\lambda \hat{v}^{\sigma, N}\left(s^{\prime} ; T\right)\right]-\hat{v}^{\sigma, N}(s ; T) \\
& \leq \epsilon_{N}+\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)+\epsilon_{N} \frac{1-\lambda^{T}}{1-\lambda}\right] \\
& -v^{\sigma}(s)+\frac{c \lambda^{T}}{1-\lambda}+\mathcal{E}_{N}(s ; \sigma, T)+\epsilon_{N} \frac{1-\lambda^{T}}{1-\lambda} \quad(\text { by Corollary 3.5.5) } \\
& \leq \epsilon_{N}+\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)+\epsilon_{N} \frac{1-\lambda^{T}}{1-\lambda}\right] \\
& -v^{\sigma}(s)+\frac{c \lambda^{T}}{1-\lambda}+\mathcal{E}_{N}(s ; \sigma, T)+\epsilon_{N} \frac{1-\lambda^{T}}{1-\lambda} \\
& \leq \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]-v^{\sigma}(s) \\
& +\epsilon_{N}\left(1+\lambda \frac{1-\lambda^{T}}{1-\lambda}+\frac{1-\lambda^{T}}{1-\lambda}\right)+\frac{c \lambda^{T}}{1-\lambda}+\mathcal{E}_{N}(s ; \sigma, T) \\
& =\gamma^{\sigma}(s, a)+2 \epsilon_{N} \frac{1-\lambda^{T+1}}{1-\lambda}+\frac{c \lambda^{T}}{1-\lambda}+\mathcal{E}_{N}(s ; \sigma, T) .
\end{aligned}
$$

Thus, for all $s \in \mathcal{S}_{N}, a \in \mathcal{A}$, we have,

$$
\begin{aligned}
\left|\gamma^{k, N}(s, a ; T)-\gamma^{k}(s, a)\right| & \leq \frac{c}{1-\lambda}\left(\lambda^{T}+2 \epsilon_{N}+M_{N}(s, a)\right)+\mathcal{E}_{N}(s ; \sigma, T)+\lambda \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, T\right)\right] \\
& =\delta(s, a, \sigma, N, T)
\end{aligned}
$$

This completes the proof.

The bound $\delta$ in the previous lemma allows us to choose a suitable state-action pair in the policy update step so that the true value function improves. For the algorithm to be convergent, however, we need an upper bound on $\delta$ which is policy-independent and vanishes asymptotically as $N$ and $T$ grow. The existence of such a bound $\bar{\delta}$ is established in the next lemma. It is obtained via a recursive expression, and a subroutine for computing it is
provided in Algorithm 3. In some cases, it may be easier to compute an upper bound on $\bar{\delta}$ which demonstrates the same convergence behavior. We remark that replacing $\bar{\delta}$ with such a bound works just as well in the algorithm. An example of this appears in Section 3.6.2.

Lemma 3.5.8. There exists a policy-independent bound $\bar{\delta}(s, a, N, T)$ such that $\delta(s, a, \sigma, N, T) \leq$ $\bar{\delta}(s, a, N, T)$ for all $s \leq N, a \in \mathcal{A}$ and policies $\sigma$, and $\bar{\delta}(s, a, N, T) \rightarrow 0$ as $N, T \rightarrow \infty$.

Proof. For every $N \in \mathcal{S}$ and state $s \in \mathcal{S}_{N}$, let $\tilde{M}_{N}(s, a) \stackrel{\epsilon_{N}}{\approx} M_{N}(s, a)$ and let $M_{N}(s)=$ $\max _{a \in \mathcal{A}} \tilde{M}_{N}(s, a)$. Since there are finitely many actions in $\mathcal{A}$, it follows from Assumption 3.5.1 and by choice of $\epsilon_{N}$ that $M_{N}(s)$ also vanishes as $N \rightarrow \infty$.

Further, let $B_{N}(s ; 0)=0=\bar{B}_{N}(s, a ; 0)=0$. For $t=1, \ldots, T$, define

$$
\begin{array}{rlr}
B_{N}(s ; t) & =\lambda \max _{a \in \mathcal{A}} \bar{B}_{N}(s, a ; t-1)+\frac{c\left(1-\lambda^{t}\right)}{1-\lambda} M_{N}(s), & \forall s \in \mathcal{S}_{N}, \\
\bar{B}_{N}(s, a ; t) \stackrel{\epsilon_{N}}{\approx} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[B_{N}\left(s^{\prime}, t\right)\right], & \forall s \in \mathcal{S}_{N}, a \in \mathcal{A} .
\end{array}
$$

Recall the definition of error $\mathcal{E}_{N}(\cdot, \cdot ; t)$ from Equation (3.21). For a fixed policy $\sigma$, state $s \in \mathcal{S}_{N}$ and $t=1, \ldots, T$, we show that $\mathcal{E}_{N}(s ; \sigma, t) \leq B_{N}(s ; t)+\left(\lambda+c\left(1+\ldots+\lambda^{t-1}\right)\right) \epsilon_{N} /(1-\lambda)$. For $t=1$, we have

$$
\mathcal{E}_{N}(s ; \sigma, 1)=c M_{N}(s, \sigma(s)) \leq c M_{N}(s)+c \epsilon_{N}=B_{N}(s, 1)+c \epsilon_{N} \leq B_{N}(s, 1)+\frac{\lambda+c}{1-\lambda} \epsilon_{N}
$$

Suppose the relation holds for some $t<T$. Then, for $t+1$, we have

$$
\begin{aligned}
\mathcal{E}_{N}(s ; \sigma, t+1) & \left.=\lambda \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, t\right)\right]+\frac{c\left(1-\lambda^{t+1}\right)}{1-\lambda} M_{N}(s, \sigma(s)) \quad \text { (by definition of } \mathcal{E}_{N}\right) \\
& \leq \lambda \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[B_{N}\left(s^{\prime} ; t\right)+\frac{\lambda+c\left(1+\ldots+\lambda^{t-1}\right)}{1-\lambda} \epsilon_{N}\right]+\frac{c\left(1-\lambda^{t+1}\right)}{1-\lambda}\left(M_{N}(s)+\epsilon_{N}\right) \\
& \leq \lambda \sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p_{N}}\left[B_{N}\left(s^{\prime} ; t\right)\right]+\frac{\lambda^{2}+c\left(\lambda+\ldots+\lambda^{t}\right)}{1-\lambda} \epsilon_{N}+\frac{c\left(1-\lambda^{t+1}\right)}{1-\lambda}\left(M_{N}(s)+\epsilon_{N}\right) \\
& \leq \lambda \bar{B}_{N}(s, \sigma(s) ; t)+\lambda \epsilon_{N}+\frac{c\left(1-\lambda^{t+1}\right)}{1-\lambda} M_{N}(s)+\frac{\lambda^{2}+c\left(\lambda+\ldots+\lambda^{t}\right)}{1-\lambda} \epsilon_{N}+\frac{c}{1-\lambda} \epsilon_{N} \\
& \leq \lambda \max _{a \in \mathcal{A}} \bar{B}_{N}(s, a ; t)+\frac{c\left(1-\lambda^{t+1}\right)}{1-\lambda} M_{N}(s)+\epsilon_{N}\left(\lambda+\frac{\lambda^{2}+c\left(\lambda+\ldots+\lambda^{t}\right)}{1-\lambda}+\frac{c}{1-\lambda}\right) \\
& =B_{N}(s ; 2)+\epsilon_{N}\left(\frac{\lambda+c\left(1+\lambda+\ldots+\lambda^{t}\right)}{1-\lambda}\right) .
\end{aligned}
$$

Thus, for any $t$,

$$
\mathcal{E}_{N}(s ; \sigma, t) \leq B_{N}(s ; t)+\left(\frac{\lambda+c\left(1+\lambda+\ldots+\lambda^{t}\right)}{1-\lambda}\right) \epsilon_{N} .
$$

Also,

$$
\begin{aligned}
\lambda \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, T\right)\right] & \leq \lambda \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[B_{N}\left(s^{\prime} ; T\right)\right]+\left(\frac{\lambda^{2}+c\left(\lambda+\ldots+\lambda^{T+1}\right)}{1-\lambda}\right) \epsilon_{N} \\
& \leq \lambda \bar{B}_{N}(s, a ; T)+\lambda \epsilon_{N}+\left(\frac{\lambda^{2}+c\left(\lambda+\ldots+\lambda^{T+1}\right)}{1-\lambda}\right) \epsilon_{N} \\
& =\lambda \bar{B}_{N}(s, a ; T)+\left(\frac{\lambda+c\left(\lambda+\ldots+\lambda^{T+1}\right)}{1-\lambda}\right) \epsilon_{N}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\delta(s, a, \sigma, N, T) & =\frac{c}{1-\lambda}\left(\lambda^{T}+2 \epsilon_{N}+M_{N}(s, a)\right)+\mathcal{E}_{N}(s ; \sigma, T)+\lambda \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\mathcal{E}_{N}\left(s^{\prime} ; \sigma, T\right)\right] \\
& \leq \frac{c}{1-\lambda}\left(\lambda^{T}+3 \epsilon_{N}+\tilde{M}_{N}(s, a)\right)+B_{N}(s ; T)+\left(\frac{\lambda+c\left(1+\lambda+\ldots+\lambda^{T}\right)}{1-\lambda}\right) \epsilon_{N} \\
& +\lambda \bar{B}_{N}(s, a ; T)+\left(\frac{\lambda+c\left(\lambda+\ldots+\lambda^{T+1}\right)}{1-\lambda}\right) \epsilon_{N} \\
& =\frac{c \lambda^{T}}{1-\lambda}+\frac{c}{1-\lambda} \tilde{M}_{N}(s, a)+B_{N}(s ; T)+\lambda \bar{B}_{N}(s, a ; T)+\frac{2 \lambda \epsilon_{N}}{1-\lambda} \\
& +\frac{c \epsilon_{N}}{1-\lambda}\left(3+1+\ldots+\lambda^{T}+\lambda+\ldots+\lambda^{T+1}\right) \\
& \leq \frac{c \lambda^{T}}{1-\lambda}+\frac{c}{1-\lambda} \tilde{M}_{N}(s, a)+B_{N}(s ; T)+\lambda \bar{B}_{N}(s, a ; T)+\frac{2 \lambda \epsilon_{N}}{1-\lambda}+\frac{4 c \epsilon_{N}}{(1-\lambda)^{2}} \\
& \triangleq \bar{\delta}(s, a ; N, T) .
\end{aligned}
$$

Now, we show that $\bar{\delta}(s, a ; N, T) \rightarrow 0$ as $N, T \rightarrow \infty$. In order to prove this, it suffices to show that $B_{N}(s ; T)$ vanishes asymptotically. Note that this would imply that $\bar{B}_{N}(s, a ; T)$ also converges to zero.

Fix $s \in \mathcal{S}$. For any $N \geq s$ and $T$, we have

$$
\begin{aligned}
B_{N}(s ; T) & \leq \frac{c}{1-\lambda} M_{N}(s)+\lambda \epsilon_{N}+\lambda \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[B_{N}\left(s_{1}, T-1\right)\right] \\
& \leq \frac{c}{1-\lambda} M_{N}(s)+\lambda \epsilon_{N} \\
& +\lambda \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\frac{c}{1-\lambda} M_{N}\left(s_{1}\right)+\lambda \epsilon_{N}+\lambda \max _{a_{1} \in \mathcal{A}} \sup _{p^{1} \in \mathcal{P}_{s_{1}}^{a_{1}}} \mathbf{E}_{p_{N}^{1}}\left[B_{N}\left(s_{2}, T-2\right)\right]\right] \\
& \leq \frac{c}{1-\lambda} M_{N}(s)+\frac{c \lambda}{1-\lambda} \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[M_{N}\left(s_{1}\right)\right]+\left(\lambda+\lambda^{2}\right) \epsilon_{N} \\
& +\lambda^{2} \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\max _{a_{1} \in \mathcal{A}} \sup _{p^{1} \in \mathcal{P}_{s_{1}}^{a_{1}}} \mathbf{E}_{p_{N}^{1}}\left[B_{N}\left(s_{2}, T-2\right)\right]\right] .
\end{aligned}
$$

Here, we have used the fact that $\sup _{x}(f(x)+g(x)) \leq \sup _{x} f(x)+\sup _{x} g(x)$ for any functions $f$ and $g$.

Recursively repeating this argument, we get

$$
\begin{aligned}
B_{N}(s ; T) & \leq\left(\lambda+\ldots+\lambda^{T-1}\right) \epsilon_{N} \\
& +\frac{c}{1-\lambda}\left\{M_{N}(s)+\lambda \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[M_{N}\left(s_{1}\right)\right]+\ldots\right. \\
& \left.+\lambda^{T-1} \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\max _{a_{1} \in \mathcal{A}} \sup _{p^{1} \in \mathcal{P}_{s_{1}}^{a_{1}}}\left[\ldots\left[\max _{a_{1} \in \mathcal{A}} \sup _{p^{2} \in \mathcal{P}_{s_{T-2}}^{a_{T-2}}} \mathbf{E}_{p_{N}^{T-2}}\left[B_{N}\left(s_{T-1}, 1\right)\right]\right]\right]\right]\right\} \\
& =\frac{\lambda-\lambda^{T}}{1-\lambda} \epsilon_{N}+\frac{c}{1-\lambda} M_{N}(s)+\frac{c \lambda}{1-\lambda} \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[M_{N}\left(s_{1}\right)\right]+\ldots \\
& +\frac{c \lambda^{T-1}}{1-\lambda} \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\max _{a_{1} \in \mathcal{A}} \sup _{p^{1} \in \mathcal{P}_{s_{1}}^{a_{1}}}\left[\ldots\left[\max _{a_{1} \in \mathcal{A}} \sup _{p^{2} \in \mathcal{P}_{s_{T-2}}^{a_{T-2}}} \mathbf{E}_{p_{N}^{T-2}}\left[B_{N}\left(s_{T-1}, 1\right)\right]\right]\right]\right] .
\end{aligned}
$$

By choice of $\epsilon_{N}$ and by Assumption 3.5.1 respectively, the first two terms in the above expression converge to 0 as $N \rightarrow \infty$. Further, $M_{N}(s)$ is a nonnegative sequence which vanishes asymptotically and is bounded uniformly over $\mathcal{S}$ by 1 . Thus, by Lemma 3.5.6, the third term in the above expression also converges to zero as $N \rightarrow \infty$, and is bounded by 1. Repeatedly applying this argument gives us that for a fixed $T$, each term vanishes as $N$ grows. However, we still need to establish the convergence of the double sequence as both $N$ and $T$ grow simultaneously.

Observe that the $t+1$-st term is bounded above by $c \lambda^{t-1} /(1-\lambda)$. For any $T_{0} \in \mathbb{N}$ and
$T>T_{0}$, we have

$$
\begin{aligned}
B_{N}(s ; T) & \leq \frac{\lambda-\lambda^{T}}{1-\lambda} \epsilon_{N} \\
& +\frac{c}{1-\lambda}\left\{M_{N}(s)+\lambda \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[M_{N}\left(s_{1}\right)\right]+\ldots\right. \\
& \left.+\lambda^{T_{0}-1} \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\max _{a_{1} \in \mathcal{A}} \sup _{p^{1} \in \mathcal{P}_{s_{1}}^{a_{1}}}\left[\ldots\left[\max _{a_{1} \in \mathcal{A}} \sup _{p^{T_{0}-2} \in \mathcal{P}_{s_{T_{T_{0}-2}}}} \mathbf{E}_{p_{N}^{T_{0}-2}}\left[B_{N}\left(s_{T_{0}-1}, 1\right)\right]\right]\right]\right]\right\} \\
& +\frac{c}{1-\lambda}\left\{\lambda^{T_{0}}+\ldots+\lambda^{T-1}\right\} \\
& \leq \frac{\lambda-\lambda^{T}}{1-\lambda} \epsilon_{N} \\
& +\frac{c}{1-\lambda}\left\{M_{N}(s)+\lambda \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[M_{N}\left(s_{1}\right)\right]+\ldots\right. \\
& \left.+\lambda^{T_{0}-1} \max _{a \in \mathcal{A}} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[\max _{a_{1} \in \mathcal{A}} \sup _{p^{1} \in \mathcal{P}_{s_{1}}^{a_{1}}}\left[\ldots\left[\max _{a_{1} \in \mathcal{A}}{ }_{p^{T_{0}-2} \in \mathcal{P}_{s_{T_{0}-2}}^{a_{T_{0}-2}}}^{\sup _{p_{N}}} \mathbf{E}_{T_{0}-2}\left[B_{N}\left(s_{T_{0}-1}, 1\right)\right]\right]\right]\right]\right\} \\
& +\frac{c \lambda^{T_{0}}}{(1-\lambda)^{2}} .
\end{aligned}
$$

We will show that this upper bound on the error term converges to 0 as $N, T \rightarrow \infty$.
Given $\eta>0$, choose $T_{0}$ such that $\lambda^{T_{0}}<\eta$. Also, let $N_{0} \in \mathbb{N}$ be such that for $N>N_{0}$, $\epsilon_{N}<\eta$, and each of the summations inside the brackets is also less than $\eta$. ( $T_{0}$ is a fixed number given $\eta$.) Then, for $N>N_{0}$ and $T>T_{0}$,

$$
B_{N}(s ; T) \leq \frac{\eta}{1-\lambda}+\frac{c}{1-\lambda}\left\{\eta+\lambda \eta+\ldots+\lambda^{T_{0}-1} \eta\right\}+\frac{c \eta}{(1-\lambda)^{2}} \leq \frac{2 c+1}{(1-\lambda)^{2}} \eta
$$

Since $\eta>0$ was arbitrary, we conclude that the error term can be made arbitrarily small for sufficiently large $N$ and $T$. Thus, $B_{N}(s ; T) \rightarrow 0$ as $N, T \rightarrow \infty$.

This completes the proof.

In Corollary 3.5.5, we found the difference between the true value of a policy and its approximation that the algorithm computes. Our next corollary states that as $N$ and $T$ are
increased, that is, more states are included and more iterations of successive approximation are performed in the policy evaluation step, the algorithm asymptotically recovers the true value of the policy. While this result is not used later, it is of independent interest as it establishes that $\hat{v}^{\sigma, N}(\cdot, T)$ actually estimates the true value function.

Corollary 3.5.9. For any policy $\sigma$ and state $s \in \mathcal{S}, \hat{v}^{\sigma, N}(s ; T) \rightarrow v^{\sigma}(s)$ as $N, T \rightarrow \infty$.

Proof. As shown in the proof of Lemma 3.5.8, we have

$$
\mathcal{E}_{N}(s ; \sigma, T) \leq B_{N}(s ; T)+\frac{\lambda+c\left(1+\ldots+\lambda^{T}\right)}{1-\lambda} \epsilon_{N} .
$$

Since the right hand of the above inequality converges to zero, it follows that so does $\mathcal{E}_{N}(s ; \sigma, T)$. This, combined with Corollary 3.5 .5 , completes the proof.

In Section 3.4, we noted that each step of the algorithm requires finite computation and memory. At first glance, however, it appears that Step 2 of the algorithm may get caught in an infinite loop if condition (3.13) is not satisfied for any $N$ and $T$. Our next lemma proves that this loop must terminate if the current policy is not optimal. For notational convenience, we will denote $\gamma^{\sigma^{k}}(\cdot, \cdot)$ and $\gamma^{\sigma^{k} ; N}(\cdot, \cdot)$ by $\gamma^{k}(\cdot, \cdot)$ and $\gamma^{k ; N}(\cdot, \cdot)$ respectively.

Lemma 3.5.10. In iteration $k$, Step 2 of the algorithm terminates finitely if and only if the policy $\sigma^{k}$ is not optimal.

Proof. Suppose a policy $\sigma^{k}$ is not optimal. Then, by Lemma 3.5.2, there is a state-action pair $(\bar{s}, \bar{a})$ for which $-\epsilon=\gamma^{k}(\bar{s}, \bar{a})<0$. Since $\bar{\delta}(\bar{s}, \bar{a}, N, T) \rightarrow 0$ as $N, T \rightarrow \infty$, there exist integers $N_{1} \geq \bar{s}$ and $T_{1}$ such that for all $T \geq T_{1}$ and $N \geq N_{1}$, we have $\bar{\delta}(\bar{s}, \bar{a}, N, T)<\epsilon / 2$. This implies that

$$
\begin{equation*}
\gamma^{k, N}(\bar{s}, \bar{a} ; T) \leq \gamma^{k}(\bar{s}, \bar{a})+\bar{\delta}(\bar{s}, \bar{a}, N, T)=-\epsilon+\bar{\delta}(\bar{s}, \bar{a}, N, T)<-\epsilon+\frac{\epsilon}{2}=-\frac{\epsilon}{2} \tag{3.30}
\end{equation*}
$$

Now, for any $N$ and $T$, and any state-action pair $(s, a)$ with $s \leq N$, we have that

$$
\begin{align*}
\left|\gamma^{k, N}(s, a ; T)\right| & \leq\left|\left(\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{k ; N}\left(s^{\prime} ; T\right)\right]\right)-v^{k ; N}(s ; T)\right|+\epsilon_{N} \\
& \leq\left|\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{k ; N}\left(s^{\prime} ; T\right)\right]\right|+\left|v^{k ; N}(s ; T)\right|+\epsilon_{N} \\
& \leq c+\frac{c \lambda}{1-\lambda}+\frac{c}{1-\lambda}+\epsilon_{N}=\frac{2 c}{1-\lambda}+\epsilon_{N} \\
\Longrightarrow-\gamma^{k, N}(s, a ; T) & \leq \frac{2 c}{1-\lambda}+\epsilon_{N} . \tag{3.31}
\end{align*}
$$

Since $\sum_{s \in \mathcal{S}} \beta(s)<\infty$, it follows that $\beta(s) \rightarrow 0$ as $s \rightarrow \infty$. Also, $\epsilon_{N}$ approaches zero as $N \rightarrow \infty$. Thus, there exists an $s_{1} \geq \bar{s}$ and an integer $N_{2} \geq \bar{s}$ such that for all $s \geq s_{1}$ and $N \geq N_{2}$,

$$
\begin{equation*}
\beta(s)\left(\frac{2 c}{1-\lambda}+\epsilon_{N}\right)<\frac{\epsilon}{2} \beta(\bar{s}) . \tag{3.32}
\end{equation*}
$$

Then, it follows from Equations (3.30), (3.31) and (3.32) that for all $N \geq \max \left\{s_{1}, N_{1}, N_{2}\right\}$, $T \geq T_{1}$ and $s_{1} \leq s \leq N$,

$$
\begin{aligned}
-\beta(s) \gamma^{k, N}(s, a ; T) & \leq \beta(s)\left(\frac{2 c}{1-\lambda}+\epsilon_{N}\right)<\frac{\epsilon}{2} \beta(\bar{s}) \\
\Longrightarrow \beta(s) \gamma^{k, N}(s, a ; T) & >-\frac{\epsilon}{2} \beta(\bar{s}) \geq \beta(\bar{s}) \gamma^{k, N}(\bar{s}, \bar{a} ; T) .
\end{aligned}
$$

Thus, the maximum improvement in Step 2(d) of the algorithm must occur in a state $s<s_{1}$, and we have,

$$
\begin{aligned}
\beta\left(s^{k, N}(T)\right) \gamma^{k, N}(T) & =\min _{s \leq N, a \in \mathcal{A}} \beta(s) \gamma^{k, N}(s, a ; T)=\min _{s \leq s_{1}, a \in \mathcal{A}} \beta(s) \gamma^{k, N}(s, a ; T) \\
& \leq \beta(\bar{s}) \gamma^{k, N}(\bar{s}, \bar{a} ; T) \\
\Longrightarrow \gamma^{k, N}(T) & \leq \frac{\beta(\bar{s})}{B} \gamma^{k, N}(\bar{s}, \bar{a} ; T)
\end{aligned}
$$

where $B=\min \left\{\beta(s): s<s_{1}\right\}$.
Now, let $N_{3}, T_{2}$ be such that for all $N \geq N_{3}$ and $T \geq T_{2}, \bar{\delta}(\bar{s}, \bar{a}, N, T)<\epsilon \beta(\bar{s}) /(B+\beta(\bar{s}))$.

Then, it follows that for $N \geq \max \left\{s_{1}, N_{1}, N_{2}, N_{3}\right\}$ and $T \geq \max \left\{T_{1}, T_{2}\right\}$,

$$
\begin{aligned}
\gamma^{k, N}(T) & \leq \frac{\beta(\bar{s})}{B} \gamma^{k, N}(\bar{s}, \bar{a} ; T) \leq \frac{\beta(\bar{s})}{B}\left\{\gamma^{k}(\bar{s}, \bar{a})+\bar{\delta}(\bar{s}, \bar{a}, N, T)\right\} \\
& =\frac{\beta(\bar{s})}{B}\{-\epsilon+\bar{\delta}(\bar{s}, \bar{a}, N, T)\} \\
& <\frac{\beta(\bar{s})}{B}\left\{-\epsilon+\frac{\beta(\bar{s})}{B+\beta(\bar{s})} \epsilon\right\}=\frac{\epsilon \beta(\bar{s})}{B}\left\{-1+\frac{\beta(\bar{s})}{B+\beta(\bar{s})}\right\} \\
& =-\frac{\epsilon \beta(\bar{s})}{B+\beta(\bar{s})}<-\bar{\delta}(\bar{s}, \bar{a}, N, T) .
\end{aligned}
$$

Thus, for all $N \geq \max \left\{s_{1}, N_{1}, N_{2}, N_{3}\right\}$ and $T \geq \max \left\{T_{1}, T_{2}\right\}$, condition (3.13) is satisfied, and Step 2 of the algorithm terminates finitely.

Conversely, suppose Step 2 of the algorithm terminates for some $N=N(k), T=T(k)$. Then,

$$
\begin{aligned}
\gamma^{k, N(k)}(T(k)) & =\gamma^{k, N(k)}\left(s^{k}, a^{k} ; T(k)\right)<-\bar{\delta}\left(s^{k}, a^{k}, N(k), T(k)\right) \\
\Longrightarrow \gamma^{k}\left(s^{k}, a^{k}\right) & \leq \gamma^{k, N(k)}\left(s^{k}, a^{k} ; T(k)\right)+\bar{\delta}\left(s^{k}, a^{k}, N(k), T(k)\right)<0 .
\end{aligned}
$$

This implies, by Lemma 3.5.2, that the policy $\sigma^{k}$ is not optimal.

We point out here that if the algorithm does find an optimal policy $\sigma^{k}$ in some iteration, then the inner loop in Step 2 of the algorithm does not terminate. As such, our algorithm cannot tell if it has indeed discovered an optimal policy. This, however, is an inherent feature of countable-state MDPs and not just a limitation of our algorithm. In particular, given a policy $\sigma$, it is not possible to check with finite computations if the policy is optimal, and this subtle issue persists as in the previous chapter and in $[22,30]$. Note also that if $\sigma^{k}$ is optimal, the algorithm does not proceed further and thus only generates a finite number of policies. In that case, for notational convenience, we interpret that the sequence of policies $\sigma^{t}$ is still infinite, with $\sigma^{t} \equiv \sigma^{k}$ for all $t \geq k$.

We now proceed to study the values of the sequence of policies generated by the algorithm. The following sequence of results proves that the policies generated by our algorithm are strictly non-increasing in value. Unlike similar results in the previous chapter and [22, 30], we are no longer able to prove this result by examining the difference of the subsequent value functions. Instead, we use the properties of the robust evaluation operator. Recall that $V$ was defined as the space of all bounded functions on $\mathcal{S}$, and it is a Banach space in the supremum norm. The evaluation operator $\mathcal{L}^{\sigma}$ for a policy $\sigma$ was defined as

$$
\mathcal{L}^{\sigma}(u)(s)=\sup _{p \in \mathcal{P}_{s}^{\sigma}} \mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda u\left(s^{\prime}\right)\right] .
$$

$\mathcal{L}^{\sigma}$ is clearly a monotone operator, i.e., $u \leq v \Longrightarrow \mathcal{L}^{\sigma}(u) \leq \mathcal{L}^{\sigma}(v)$. The following lemma is a simple consequence of Theorem 3 in [28], and we include it here for completeness. The proof is very similar to that of the original theorem and is omitted.

Lemma 3.5.11. For any fixed stationary policy $\sigma$, its evaluation operator $\mathcal{L}^{\sigma}$ is a contraction mapping on $V$.

Since the value function $v^{k}$ is the fixed point of the operator $\mathcal{L}^{\sigma^{k}}$, it follows that for any $u \in V,\left(\mathcal{L}^{\sigma^{k}}\right)^{n} u \rightarrow v^{k}$ uniformly as $n \rightarrow \infty$. Now, suppose a policy $\sigma$ is not optimal. Let $\mu$ be a new policy obtained by updating $\sigma$ in a single state with an action which gives strict reduction in cost. The following lemma shows that $\mu$ must be strictly better than $\sigma$ in value. We point out that the result seems intuitively true, but the proof is not straightforward due to the implicit, nonlinear nature of the robust Bellman equations.

Lemma 3.5.12. Let $\sigma$ and $\mu$ be two stationary policies which satisfy the following: $\gamma^{\sigma}(\bar{s}, \bar{a})<$ 0 , and $\mu(\bar{s})=\bar{a} \neq \sigma(\bar{s}) ; \mu(s)=\sigma(s)$ for all $s \neq \bar{s}$. Then, $v^{\mu}(s) \leq v^{\sigma}(s)$ for all $s \in \mathcal{S}$, and $v^{\mu}(\bar{s}) \leq v^{\sigma}(\bar{s})+\gamma^{\sigma}(\bar{s}, \bar{a})<v^{\sigma}(\bar{s})$.

Proof. Recall from Equation (3.16) that the improvement is defined as

$$
\gamma^{\sigma}(\bar{s}, \bar{a})=\sup _{p \in \mathcal{P}_{\bar{s}}^{\bar{u}}}\left(\mathbf{E}_{p}\left[c\left(\bar{s}, \bar{a}, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]\right)-v^{\sigma}(\bar{s})<0 .
$$

Let $v^{0}=v^{\sigma}$ and define functions $v^{n}=\mathcal{L}^{\mu}\left(v^{n-1}\right)=\left(\mathcal{L}^{\mu}\right)^{n}\left(v^{\sigma}\right)$ for $n=1,2, \ldots$. Then, since $\mu(\bar{s})=\bar{a}$, we have

$$
v^{1}(\bar{s})=\mathcal{L}^{\mu}\left(v^{\sigma}\right)(\bar{s})=\sup _{p \in \mathcal{P}_{\bar{s}}^{\bar{a}}}\left(\mathbf{E}_{p}\left[c\left(\bar{s}, \bar{a}, s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]\right)=v^{\sigma}(\bar{s})+\gamma^{\sigma}(\bar{s}, \bar{a})<v^{\sigma}(\bar{s}) .
$$

Further, for $s \neq \bar{s}, \mu(s)=\sigma(s)$. So we have

$$
v^{1}(s)=\sup _{p \in \mathcal{P}_{s}^{\mu}}\left(\mathbf{E}_{p}\left[c\left(s, \mu(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]\right)=\sup _{p \in \mathcal{P}_{s}^{\sigma}}\left(\mathbf{E}_{p}\left[c\left(s, \sigma(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right]\right)=v^{\sigma}(s) .
$$

Thus, $v^{1} \leq v^{\sigma}$. Since $\mathcal{L}^{\mu}$ is a monotone operator, we have that $v^{2}=\mathcal{L}^{\mu}\left(v^{1}\right) \leq \mathcal{L}^{\mu}\left(v^{\sigma}\right)=$ $v^{1} \leq v^{\sigma}$. Repeating this process gives that $v^{n}=\mathcal{L}^{\mu}\left(v^{n-1}\right)=\left(\mathcal{L}^{\mu}\right)^{n}\left(v^{\sigma}\right) \leq v^{\sigma}$ for all $n$. Then, taking limits as $n \rightarrow \infty$, we have that $v^{\mu} \leq v^{\sigma}$.

By the same argument, we also have $v^{\mu}(s) \leq v^{1}(s)$ for all $s \in \mathcal{S}$. In particular, $v^{\mu}(\bar{s}) \leq$ $v^{1}(\bar{s})=v^{\sigma}(\bar{s})+\gamma^{\sigma}(\bar{s}, \bar{a})<v^{\sigma}(\bar{s})$. This completes the proof.

Our algorithm updates the policies in a similar manner as described in the previous lemma, except that it uses the approximate improvement to determine an improving stateaction pair in each iteration. Even so, the adaptive choice of $N$ and $T$ ensures that the true values of the policies generated by the algorithm improve in each iteration. The following corollary establishes this.

Corollary 3.5.13. If a policy $\sigma^{k}$ is not optimal, then $v^{k+1}(s) \leq v^{k}(s)$ for all states $s \in \mathcal{S}$, with $v^{k+1}\left(s^{k}\right) \leq v^{k}\left(s^{k}\right)+\gamma^{k}\left(s^{k}, a^{k}\right)<v^{k}\left(s^{k}\right)$.

Proof. Suppose a policy $\sigma^{k}$ is not optimal. Then, by Lemma 3.5.10, Step 2 of the algorithm terminates finitely for some $N=N(k), T=T(k)$ and

$$
\gamma^{k}\left(s^{k}, a^{k}\right) \leq \gamma^{k, N(k)}\left(s^{k}, a^{k} ; T(k)\right)+\bar{\delta}\left(s^{k}, a^{k}, N(k), T(k)\right)<0 .
$$

Also, $\sigma^{k+1}\left(s^{k}\right)=a^{k}$ and $\sigma^{k+1}(s)=\sigma^{k}(s)$ for all $s \neq s^{k}$. Thus, by Lemma 3.5.12, $v^{k+1}(s) \leq$ $v^{k}(s)$ for all $s \in \mathcal{S}$, and $v^{k+1}\left(s^{k}\right) \leq v^{k}\left(s^{k}\right)+\gamma^{k}\left(s^{k}, a^{k}\right)<v^{k}\left(s^{k}\right)$.

The policy update scheme ensures that every non-optimal policy generated by the algorithm is strictly better than the previous one. The following result states that once a policy has been found to be non-optimal, the algorithm never generates it again.

Corollary 3.5.14. The algorithm does not repeat any non-optimal policy $\sigma^{k}$.
Proof. Let $\sigma^{k}$ be any non-optimal policy. Suppose there exists $j>k$ such that $\sigma^{j} \equiv \sigma^{k}$. Then, $v^{k} \equiv v^{j}$. But from Corollary 3.5.13, we know that

$$
v^{j} \leq v^{j-1} \leq \ldots \leq v^{k}
$$

Then all the inequalities above must be equalities, which is a contradiction to Corollary 3.5.13, since $v^{k}$ and $v^{k+1}$ differ strictly in at least one state as $\sigma^{k}$ is not optimal. Hence, no two non-optimal policies generated by the algorithm can be identical.

Recall that we are minimizing $\sum_{s \in \mathcal{S}} \beta(s) v(s)$. In exact policy iteration, iteration $k$ would update the policy in some state $\bar{s}^{k}$ with an action $\bar{a}^{k}$ which gives the largest improvement in the weighted value function $\beta(\cdot) v^{k}(\cdot)$ across all state-action pairs. As the algorithm goes on, the value functions would approach optimality leaving less and less room for improvement, and the amount of cost-reduction $\beta\left(\bar{s}^{k}\right) \gamma^{k}\left(\bar{s}^{k}, \bar{a}^{k}\right)$ would shrink to zero. Our algorithm also looks for the largest improvement, but only among states $s \leq N(k)$ and uses the approximate improvement function $\hat{\gamma}^{k, N(k)}(\cdot, \cdot ; T(k))$ to do so. As such, our update may not be the best possible across all states in $\mathcal{S}$. Nonetheless, the true weighted improvement for $\left(s^{k}, a^{k}\right)$ still vanishes asymptotically. This is established in the next lemma.

Lemma 3.5.15. The weighted improvement $\beta\left(s^{k}\right) \gamma^{k}\left(s^{k}, a^{k}\right) \rightarrow 0$ as $k \rightarrow \infty$.
Proof. Define $f^{k}=\sum_{s \in \mathcal{S}} \beta(s) v^{k}(s)$. Then, $0 \leq f^{k}<\infty$ for all $k$. By Corollary 3.5.13, we have that $f^{k+1} \leq f^{k}+\beta\left(s^{k}\right) \gamma^{k}\left(s^{k}, a^{k}\right) \leq f^{k}$ for all $k$. This implies that the sequence $f^{k}$ converges. Further, $f^{k+1}-f^{k} \leq \beta\left(s^{k}\right) \gamma^{k}\left(s^{k}, a^{k}\right)<0$ for all $k$. Taking limits as $k \rightarrow \infty$ gives that $\beta\left(s^{k}\right) \gamma^{k}\left(s^{k}, a^{k}\right) \rightarrow 0$.

In iteration $k$, our approximate algorithm includes the first $N(k)$ states from $\mathcal{S}$ and performs $T(k)$ steps of successive approximation. Our next lemma establishes two things. First, $N(k) \rightarrow \infty$ as $k \rightarrow \infty$. That is, the algorithm asymptotically includes all of $\mathcal{S}$. Second, $T(k) \rightarrow \infty$ as $k \rightarrow \infty$, which implies that the approximate policy evaluation step becomes exact at infinity. We also point out that this is the only place where we use the fact that the algorithm always sets $N$ and $T$ equal to each other.

Lemma 3.5.16. $N(k) \rightarrow \infty$ and $T(k) \rightarrow \infty$ as $k \rightarrow \infty$.

Proof. We will first prove that $N(k) \rightarrow \infty$, and the idea of the proof is similar to Lemma 3.5.7 in [22].

The lemma holds trivially if $\sigma^{k}$ is optimal for any $k$; hence we assume that this is not the case. So the algorithm produces an infinite sequence of distinct policies $\sigma^{k}$.

Now, first suppose that $N(k) \nrightarrow \infty$ as $k \rightarrow \infty$. Then, there exists an integer $M$ such that $N(k)=M$ for infinitely many $k$. In particular, let $r_{k}$ be a subsequence such that $N\left(r_{k}\right)=M$ for all $k$. Then, the policies $\sigma^{r_{k}}$ differ only in states $s \leq M$. Since $\mathcal{A}$ is finite, there are only finitely many distinct policies of this kind. In particular, this implies that there are policies $\sigma^{r_{k}} \equiv \sigma^{r_{j}}$ for $r_{k} \neq r_{j}$. This is a contradiction, as we have from Corollary 3.5.14 that the algorithm does not repeat any non-optimal policy. Hence, we must have $N(k) \rightarrow \infty$.

Finally, since our algorithm varies $N$ and $T$ so that they are always equal, we conclude that as $k \rightarrow \infty, T(k) \rightarrow \infty$ as well. This completes the proof.

Finally, we proceed to prove our main theorem, which establishes that the value functions of the sequence of policies generated by our algorithm converge to the optimal value in the $\beta$-norm.

Theorem 3.5.17. Let $v^{*}(\cdot)$ denote the optimal value function of the robust countable-state MDP. Then,

$$
\left\|v^{k}\right\|_{\beta} \rightarrow\left\|v^{*}\right\|_{\beta} \quad \text { as } \quad k \rightarrow \infty
$$

Proof. The theorem is trivially true if $\sigma^{k}$ is optimal for some $k$. So let us assume that this is not the case. Then, from Corollary 3.5.14, we know that the algorithm generates an infinite sequence of distinct policies.

We first claim that there exists a subsequence $r_{j}$ such that $s^{r_{j}} \rightarrow \infty$ as $j \rightarrow \infty$. We will prove this by contradiction. Suppose there exists an $N$ such that $s^{k} \leq N$ for all $k$. Then, the algorithm updates the policy only in states $s \leq N$ and keeps all actions in states $s>N$ fixed. Since $\mathcal{A}$ is finite, there are only finitely many distinct policies that the algorithm can find, which is a contradiction.

Now, let $\mathcal{F}$ denote the set of all stationary policies, i.e., $\mathcal{F}=\prod_{s \in \mathcal{S}} A$. The product topology on $\mathcal{F}$ is metrizable, and let $\rho$ denote a corresponding metric on $\mathcal{F}$. Then, $\mathcal{F}$ is sequentially compact with respect to $\rho$ by Tychonoff's theorem. Therefore, the sequence $\sigma^{r_{j}}$ has a convergent subsequence $\sigma^{t_{j}}$. Denote the limit of this sequence by $\tilde{\sigma}$. Further, the value functions $v^{t_{j}}$ lie in the set $V=\{v \in V: 0 \leq v(s) \leq c /(1-\lambda)$ for all $s \in \mathcal{S}\}$, which is also compact in the product topology by Tychonoff's theorem. Thus, there is a convergent subsequence $v^{u_{j}}$ of $v^{t_{j}}$. Let $\tilde{v}$ be the limit of this sequence. Note that $\sigma^{u_{j}}$ also converges to $\tilde{\sigma}$.

We now show that $\tilde{v}$ is the value of $\tilde{\sigma}$. Fix a state $s \in \mathcal{S}$. For any $j$,

$$
\begin{equation*}
v^{u_{j}}(s)-\sup _{p \in \mathcal{P}_{s}^{u_{j}}} \mathbf{E}_{p}\left[c\left(s, \sigma^{u_{j}}(s), s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right]=0 \tag{3.33}
\end{equation*}
$$

Convergence in the product topology gives us that $\sigma^{u_{j}}(s) \rightarrow \tilde{\sigma}(s)$ in $\mathcal{A}$ as $j \rightarrow \infty$. Since $\mathcal{A}$ is finite, there exists a number $J_{1}(s)$ and an action $a(s)$ such that for all $j \geq J_{1}(s)$, $\sigma^{u_{j}}(s)=a(s)$. Then, for $j \geq J_{1}(s)$, we rewrite (3.33) as

$$
\begin{equation*}
v^{u_{j}}(s)-\sup _{p \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{p}\left[c\left(s, a(s), s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right]=0 . \tag{3.34}
\end{equation*}
$$

Let $A$ be defined as

$$
\begin{equation*}
A=\tilde{v}(s)-\sup _{p \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{p}\left[c\left(s, a(s), s^{\prime}\right)+\lambda \tilde{v}\left(s^{\prime}\right)\right] \tag{3.35}
\end{equation*}
$$

We must show that $A=0$. For any fixed $p \in \mathcal{P}_{s}^{a(s)}$ and $j \geq J_{1}(s)$,

$$
\begin{aligned}
v^{u_{j}}(s) & =\sup _{p \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{p}\left[c\left(s, a(s), s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right] \\
& \geq \mathbf{E}_{p}\left[c\left(s, a(s), s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right] \\
\Longrightarrow \lim _{j \rightarrow \infty} v^{u_{j}}(s) & \geq \lim _{j \rightarrow \infty} \mathbf{E}_{p}\left[c\left(s, a(s), s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right], \\
\Longrightarrow \tilde{v}(s) & \geq \mathbf{E}_{p}\left[c\left(s, a(s), s^{\prime}\right)+\lambda \tilde{v}\left(s^{\prime}\right)\right]
\end{aligned}
$$

where we have used the Dominated Convergence theorem on the right hand side of the last inequality. Since the above is true for all $p \in \mathcal{P}_{s}^{a(s)}$, it follows that

$$
\tilde{v}(s) \geq \sup _{p \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{p}\left[c\left(s, a(s), s^{\prime}\right)+\lambda \tilde{v}\left(s^{\prime}\right)\right] \Longrightarrow A \geq 0
$$

We need to further prove that this inequality cannot be strict. For this, consider an arbitrary $\epsilon>0$. For $j \geq J_{1}(s)$,

$$
A=\tilde{v}(s)-\sup _{p \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{p}\left[c\left(s, a(s), s^{\prime}\right)+\lambda \tilde{v}\left(s^{\prime}\right)\right]-v^{u_{j}}(s)+\sup _{p \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{p}\left[c\left(s, a(s), s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right]
$$

For each $j$, let $p^{j} \in \mathcal{P}_{s}^{a(s)}$ be such that

$$
\sup _{p \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{p}\left[c\left(s, a(s), s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right]<\mathbf{E}_{p^{j}}\left[c\left(s, a(s), s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right]+\epsilon
$$

Then,

$$
\begin{aligned}
A & \leq \tilde{v}(s)-\mathbf{E}_{p^{j}}\left[c\left(s, a(s), s^{\prime}\right)+\lambda \tilde{v}\left(s^{\prime}\right)\right]-v^{u_{j}}(s)+\mathbf{E}_{p^{j}}\left[c\left(s, a(s), s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right]+\epsilon \\
& =\tilde{v}(s)-v^{u_{j}}(s)+\lambda \mathbf{E}_{p^{j}}\left[v^{u_{j}}\left(s^{\prime}\right)-\tilde{v}\left(s^{\prime}\right)\right]+\epsilon .
\end{aligned}
$$

For any $n \in \mathbb{N}$, we can write

$$
\begin{aligned}
A & \leq \tilde{v}(s)-v^{u_{j}}(s)+\epsilon+\lambda \mathbf{E}_{p_{n}^{j}}\left[v^{u_{j}}\left(s^{\prime}\right)-\tilde{v}\left(s^{\prime}\right)\right]+\lambda \mathbf{E}_{\bar{p}_{n}}\left[v^{u_{j}}\left(s^{\prime}\right)-\tilde{v}\left(s^{\prime}\right)\right] \\
& \leq \tilde{v}(s)-v^{u_{j}}(s)+\epsilon+\lambda \mathbf{E}_{p_{n}^{j}}\left[v^{u_{j}}\left(s^{\prime}\right)-\tilde{v}\left(s^{\prime}\right)\right]+\frac{2 c \lambda}{1-\lambda} M_{n}(s, a(s)) .
\end{aligned}
$$

Since $\mathcal{P}_{s}^{a(s)}$ satisfies Assumption 3.5.1, there exists an integer $n_{0} \geq s$ such that $M_{n_{0}}(s, a(s))<$ $\epsilon$. Further, once $n_{0}$ is fixed, we know that $v^{u_{j}}(\cdot)$ converges to $\tilde{v}(\cdot)$ uniformly on $\left\{1,2, \ldots, n_{0}\right\} \subset$ $\mathcal{S}$. Then, choose an integer $J_{2}(s) \geq J_{1}(s)$ such that $\left|v^{u_{j}}\left(s^{\prime}\right)-\tilde{v}\left(s^{\prime}\right)\right|<\epsilon$ for all $j \geq J_{2}(s)$ for all $s^{\prime} \in\left\{1,2, \ldots, n_{0}\right\}$. Thus, for $j \geq J_{2}(s)$,

$$
A \leq \epsilon+\epsilon+\lambda \mathbf{E}_{p_{n_{0}}^{j}}[\epsilon]+\frac{2 c \lambda}{1-\lambda} \epsilon \leq \epsilon+\epsilon+\lambda \epsilon+\frac{2 c \lambda \epsilon}{1-\lambda}=\epsilon\left(2+\lambda+\frac{2 c \lambda}{1-\lambda}\right) .
$$

Since $\epsilon>0$ was arbitrary and $A$ was already shown to be nonnegative, we conclude that $A=0$. Thus, the limiting value function $\tilde{v}(\cdot)$ is in fact the value of the limiting policy $\tilde{\sigma}$.

We now show by contradiction that the limiting policy must be optimal. Suppose $\tilde{\sigma}$ is not optimal. Then, by Lemma 3.5.2, there exists a state-action pair $(s, a)$ such that

$$
0<\epsilon=\tilde{v}(s)-\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda \tilde{v}\left(s^{\prime}\right)\right]
$$

Again, for any $j$, let $p^{j}(\cdot \mid s, a) \in \mathcal{P}_{s}^{a}$ be such that

$$
\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right]<\mathbf{E}_{p^{j}}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right]+\epsilon / 5 .
$$

Then,

$$
\begin{align*}
& \epsilon-v^{u_{j}}(s)+\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right] \\
& =\tilde{v}(s)-\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda \tilde{v}\left(s^{\prime}\right)\right]-v^{u_{j}}(s)+\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right] \\
& \leq \tilde{v}(s)-\mathbf{E}_{p^{j}}\left[c\left(s, a, s^{\prime}\right)+\lambda \tilde{v}\left(s^{\prime}\right)\right]-v^{u_{j}}(s)+\mathbf{E}_{p^{j}}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right]+\epsilon / 5 \\
& =\left(\tilde{v}(s)-v^{u_{j}}(s)\right)+\lambda \mathbf{E}_{p^{j}}\left[v^{u_{j}}\left(s^{\prime}\right)-\tilde{v}\left(s^{\prime}\right)\right]+\epsilon / 5 \\
& =\left(\tilde{v}(s)-v^{u_{j}}(s)\right)+\lambda \mathbf{E}_{p_{n}^{j}}\left[v^{u_{j}}\left(s^{\prime}\right)-\tilde{v}\left(s^{\prime}\right)\right]+\lambda \mathbf{E}_{\overline{p^{j}}{ }_{n}}\left[v^{u_{j}}\left(s^{\prime}\right)-\tilde{v}\left(s^{\prime}\right)\right]+\epsilon / 5 \\
& \leq\left(\tilde{v}(s)-v^{u_{j}}(s)\right)+\lambda \mathbf{E}_{p_{n}^{j}}\left[v^{u_{j}}\left(s^{\prime}\right)-\tilde{v}\left(s^{\prime}\right)\right]+\frac{2 c \lambda}{1-\lambda} \mathbf{E}_{\bar{p}^{j}}{ }_{n}[1]+\epsilon / 5 \\
& \leq\left(\tilde{v}(s)-v^{u_{j}}(s)\right)+\lambda \mathbf{E}_{p_{n}^{j}}\left[v^{u_{j}}\left(s^{\prime}\right)-\tilde{v}\left(s^{\prime}\right)\right]+\frac{2 c \lambda}{1-\lambda} M_{n}(s, a)+\epsilon / 5 \tag{3.36}
\end{align*}
$$

for any integer $n$. Choose $n \geq s$ so that $2 c \lambda M_{n}(s, a) /(1-\lambda)<\epsilon / 5$. Choose $J_{3}(s)$ so that $\left|v^{u_{j}}\left(s^{\prime}\right)-v\left(s^{\prime}\right)\right|<\epsilon / 5$ for all $j \geq J_{3}(s)$ and for all $s^{\prime} \leq n$. For such $j$, the expression (3.36) can be bounded above by $4 \epsilon / 5$. Thus,
$\epsilon-v^{u_{j}}(s)+\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right] \leq 4 \epsilon / 5 \Longrightarrow \epsilon / 5 \leq v^{u_{j}}(s)-\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right]$.

By Lemma 3.5.16, $N\left(u_{j}\right)$ can be made arbitrarily large as $j \rightarrow \infty$. In particular, there exists $J_{4}(s) \geq J_{3}(s)$ such that for all $j \geq J_{4}(s)$, we must have $N\left(u_{j}\right) \geq s$. Then,

$$
\begin{align*}
\epsilon / 5 & \leq v^{u_{j}}(s)-\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v^{u_{j}}\left(s^{\prime}\right)\right] \\
& =-\gamma^{u_{j}}(s, a) \\
& \leq-\gamma^{u_{j}, N\left(u_{j}\right)}\left(s, a, T\left(u_{j}\right)\right)+\bar{\delta}\left(s, a, N\left(u_{j}\right), T\left(u_{j}\right)\right) \quad \forall j \geq J_{4}(s) \tag{3.37}
\end{align*}
$$

Since $N\left(u_{j}\right), T\left(u_{j}\right) \rightarrow \infty$ as $j \rightarrow \infty$, the second term vanishes asymptotically by Lemma 3.5.8. We show that the limit-superior of the first term must also be non-positive.

Recall that in iteration $k$, the policy is updated in state $s^{k}$ by choosing action $a^{k}$ to give the
largest weighted improvement. Thus, $\beta\left(s^{u_{j}}\right) \gamma^{u_{j}, N\left(u_{j}\right)}\left(s^{u_{j}}, a^{u_{j}}, T\left(u_{j}\right)\right) \leq \beta(s) \gamma^{u_{j}, N\left(u_{j}\right)}\left(s, a, T\left(u_{j}\right)\right)$. Therefore,

$$
\begin{aligned}
-\beta(s) \gamma^{u_{j}, N\left(u_{j}\right)}\left(s, a, T\left(u_{j}\right)\right) & \leq-\beta\left(s^{u_{j}}\right) \gamma^{u_{j}, N\left(u_{j}\right)}\left(s^{u_{j}}, a^{u_{j}}, T\left(u_{j}\right)\right) \\
& \leq-\beta\left(s^{u_{j}}\right) \gamma^{u_{j}}\left(s^{u_{j}}, a^{u_{j}}\right)+\beta\left(s^{u_{j}}\right) \bar{\delta}\left(s^{u_{j}}, a^{u_{j}}, N\left(u_{j}\right), T\left(u_{j}\right)\right)
\end{aligned}
$$

The two terms asymptotically vanish by Lemmas 3.5.15 and 3.5.8 respectively. Thus, the sequence $-\beta(s) \gamma^{u_{j}, N\left(u_{j}\right)}\left(s^{u_{j}}, a^{u_{j}}, T\left(u_{j}\right)\right)$ is dominated by a sequence which converges to zero. Since $\beta(s)>0$, we conclude that $\underset{j \rightarrow \infty}{\limsup }\left(-\gamma^{w_{j}, N\left(w_{j}\right)}\left(s^{w_{j}}, a^{w_{j}}, T\left(w_{j}\right)\right)\right) \leq 0$.

This yields a contradiction to (3.37), and we conclude that the policy $\tilde{\sigma}$ must be optimal, and its value $\tilde{v}$ is the optimal value function, that is, $\tilde{v}=v^{*}$.

Note that so far we have only established point-wise subsequential convergence of the value functions. However, for each state $s \in \mathcal{S}$, we have from Lemma 3.5.12 that the sequence $v^{k}(s)$ is a monotonically decreasing non-negative sequence of real numbers; hence it must be convergent. This proves that $v^{k}(s) \rightarrow v^{*}(s)$ as $k \rightarrow \infty$ for every $s \in \mathcal{S}$. Finally, we invoke the Dominated Convergence Theorem once again to conclude that

$$
\sum_{s \in \mathcal{S}} \beta(s) v^{k}(s) \rightarrow \sum_{s \in \mathcal{S}} \beta(s) v^{*}(s) \text { i.e. }\left\|v^{k}\right\|_{\beta} \rightarrow\left\|v^{*}\right\|_{\beta} \text { as } k \rightarrow \infty .
$$

This completes the proof.

Our next result proves that the sequence of policies generated by the algorithm reaches arbitrarily close to an optimal policy as $k \rightarrow \infty$. The proof is identical to [22], but we still include it here for completeness.

Theorem 3.5.18 (Policy Convergence). For any $\epsilon>0$, there exists an iteration counter $k_{\epsilon}$ such that $\rho\left(\sigma^{k}, \sigma^{k *}\right)<\epsilon$ for some optimal policy $\sigma^{k *}$, for all $k \geq k_{\epsilon}$. In fact, if the MDP has a unique optimal policy $\sigma^{*}$, then $\lim _{k \rightarrow \infty} \sigma^{k}=\sigma^{*}$. Further, for every period $n$, there exists an iteration counter $K_{n}$ such that for all $k \geq K_{n}$, actions $\sigma^{k}(s)$ are optimal for all states $s \leq n$.

Proof. We prove the first claim by contradiction. Suppose this is not true. Then, there exists an $\epsilon>0$ and a subsequence $\sigma^{u_{k}}$ of $\sigma^{k}$ such that $\rho\left(\sigma^{u_{k}}, \sigma\right)>\epsilon$ for all optimal policies $\sigma$, for all $k \in \mathbb{N}$. Since the space of all policies $\mathcal{F}$ is compact, the sequence $\sigma^{u_{k}}$ has a convergent subsequence $\sigma^{t_{k}}$, whose limit is, say, $\tilde{\sigma}$. Then, there exists an integer $K$ such that $\rho\left(\sigma^{t_{k}}, \tilde{\sigma}\right)<\epsilon$ for all $k \geq K$. Further, as in the proof of Theorem 3.5.17, $\tilde{\sigma}$ must be an optimal policy. This leads to a contradiction. Hence, the first claim is true.

Further, suppose that $\sigma^{*}$ is the unique optimal policy. Then as shown already, for every $\epsilon>0$, there exists an integer $k_{\epsilon}$, such that $\rho\left(\sigma^{k}, \sigma^{*}\right)<\epsilon$ for all $k \geq k_{\epsilon}$. This implies that $\lim _{k \rightarrow \infty} \sigma^{k}=\sigma^{*}$.

Now, for the third claim, we note that the result is trivially true if $\sigma^{k}$ is optimal for some $k$. When this is not the case, we first claim that given $\epsilon>0$ and any state $n$, there exists an iteration counter $K_{n}$ such that for all $k \geq K_{n},\left|\sigma^{k}(s)-\sigma^{k *}(s)\right|<\epsilon$, for all $s \leq n$, for some optimal policy $\sigma^{k *}$. Suppose this is not true. Then, there exists a subsequence $u_{k}$, and for each $k$, a state $s_{k} \leq n$ such that $\left|\sigma^{u_{k}}\left(s_{k}\right)-\sigma^{*}\left(s_{k}\right)\right| \geq \epsilon$ for all $k$, for all optimal policies $\sigma^{*}$. But $u_{k}$ has a further subsequence $t_{k}$ such that $\sigma^{t_{k}}$ converges to an optimal policy $\tilde{\sigma}$ as in the proof of Theorem 3.5.17. This leads to a contradiction.

Now, fix $0<\epsilon<1$ and a state $n$, and consider any iteration $k \geq K_{n}$. Fix a state $s \leq n$. Then, $\left|\sigma^{k}(s)-\sigma^{k *}(s)\right|<\epsilon$ for some optimal action $\sigma^{k^{*}}(s)$. Since $\epsilon<1$ and $\sigma^{k}(s), \sigma^{k *}(s) \in \mathcal{A}=\{1,2, \ldots, A\}$, it follows that $\sigma^{k}(s)=\sigma^{k *}(s)$. This proves that all actions up to state $n$ are optimal for policies $\sigma^{k}$ with $k \geq K_{n}$.

### 3.6 Examples

In Section 3.5, we briefly discussed the choice of uncertainty sets and the properties they must satisfy in order that the proposed algorithm be implementable and convergent. In this section, we provide some examples that fall within our robust MDP framework. We explain the intuition behind how appropriate uncertainty sets may be chosen, and demonstrate that these sets naturally have the desirable properties.

### 3.6.1 Interval uncertainty

In the first example, we show that our proposed method can be used to solve any robust MDP with interval uncertainty sets for the transition probabilities. These sets are commonly used in the robust optimization literature; see Chapter 14 of [9] for details.

Consider an instance where a decision-making agent obtains statistical estimates of each component of the transition probabilities. Confidence bounds on these estimates lead to the formulation of interval uncertainty sets, where each component $p\left(s^{\prime} \mid s, a\right)$ of the pmf is known to lie between some bounds $l_{s}^{a}\left(s^{\prime}\right)$ and $u_{s}^{a}\left(s^{\prime}\right)$. More precisely,

$$
\begin{equation*}
\mathcal{P}_{s}^{a}=\left\{p(\cdot) \in \mathcal{M}(\mathcal{S}): l_{s}^{a}\left(s^{\prime}\right) \leq p\left(s^{\prime} \mid s, a\right) \leq u_{s}^{a}\left(s^{\prime}\right) \forall s^{\prime} \in \mathcal{S}\right\} . \tag{3.38}
\end{equation*}
$$

Without loss of generality, let $0 \leq l_{s}^{a}\left(s^{\prime}\right) \leq u_{s}^{a}\left(s^{\prime}\right) \leq 1$ for all $s^{\prime} \in \mathcal{S}$. For $\mathcal{P}_{s}^{a}$ to be non-empty, we must also have $\sum_{s^{\prime} \in \mathcal{S}} l_{s}^{a}(s) \leq 1 \leq \sum_{s^{\prime} \in \mathcal{S}} u_{s}^{a}(s)$. In fact, we can assume that these inequalities are strict so that $\mathcal{P}_{s}^{a}$ is not a singleton. Suppose, in addition, that $\sum_{s^{\prime} \in \mathcal{S}} u_{s}^{a}\left(s^{\prime}\right)<\infty$. This ensures that the uncertainty sets satisfy Assumption 3.5.1, since

$$
M_{N}(s, a)=\sup _{p \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime}>N} p\left(s^{\prime} \mid s, a\right) \leq \sum_{s^{\prime}>N} u_{s}^{a}\left(s^{\prime}\right) \rightarrow 0 \quad \text { as } N \rightarrow \infty .
$$

A special feature of these uncertainty sets is that the inner problem can be solved in closed form. In fact, any linear objective function $\sum_{s^{\prime} \in \mathcal{S}} a\left(s^{\prime}\right) p\left(s^{\prime}\right)$ in which the coefficients are of fixed sign and only finitely many of them are nonzero, can be maximized in closed form over these sets. The proof for the case with all nonnegative coefficients is given below. A similar logic can be used when the coefficients are non-positive. We also derived a similar result in the context of a (finite-dimensional) healthcare application in [40].

Consider the LP

$$
\begin{aligned}
\max & \sum_{s^{\prime} \leq m} \alpha\left(s^{\prime}\right) p\left(s^{\prime}\right) \\
\text { s.t. } & l\left(s^{\prime}\right) \leq p\left(s^{\prime}\right) \leq u\left(s^{\prime}\right), \quad s^{\prime} \in \mathcal{S}, \\
& \sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime}\right)=1 .
\end{aligned}
$$

Suppose $\alpha\left(s^{\prime}\right) \geq 0$ for all $s^{\prime}$. Sort and re-index the non-zero coefficients (if necessary) so that $\alpha(1) \geq \alpha(2) \geq \ldots \geq \alpha(m) \geq 0$. Then, define the switching-index $j$ as the smallest positive integer such that $\sum_{s^{\prime} \leq j} u\left(s^{\prime}\right)+\sum_{s^{\prime}>j} l\left(s^{\prime}\right) \geq 1$. Such an index exists since $\sum_{s^{\prime} \in \mathcal{S}} u_{s}^{a}(s)>1$. The optimal solution is given by

$$
p^{*}\left(s^{\prime}\right)= \begin{cases}u\left(s^{\prime}\right), & s^{\prime}<j \\ 1-\sum_{s^{\prime}<j} u\left(s^{\prime}\right)-\sum_{s^{\prime}>j} l\left(s^{\prime}\right), & s^{\prime}=j \\ l\left(s^{\prime}\right), & s^{\prime}>j\end{cases}
$$

Clearly, the components of $p^{*}$ sum up to 1 and $l\left(s^{\prime}\right) \leq p^{*}\left(s^{\prime}\right) \leq u\left(s^{\prime}\right)$ for all $s^{\prime} \neq j$. Moreover, by choice of $j$,

$$
\begin{aligned}
& \sum_{s^{\prime}<j} u\left(s^{\prime}\right)+\sum_{s^{\prime} \geq j} l\left(s^{\prime}\right)<1 \leq \sum_{s^{\prime} \leq j} u\left(s^{\prime}\right)+\sum_{s^{\prime}>j} l\left(s^{\prime}\right) \\
& \Longrightarrow l(j) \leq 1-\sum_{s^{\prime}<j} u\left(s^{\prime}\right)-\sum_{s^{\prime}>j} l\left(s^{\prime}\right) \leq u(j) .
\end{aligned}
$$

Thus, the proposed solution is feasible. Let $F(\cdot)$ be the objective function. To prove optimality, we show that $F\left(p^{*}\right) \geq F(p)$ for any feasible solution $p$. If $j \geq m$, we have

$$
F\left(p^{*}\right)-F(p)=\sum_{s^{\prime} \leq m} \alpha\left(s^{\prime}\right)\left(u\left(s^{\prime}\right)-p\left(s^{\prime}\right)\right) \geq 0
$$

Otherwise,

$$
\begin{aligned}
F\left(p^{*}\right)-F(p) & =\sum_{s^{\prime}<j} \alpha\left(s^{\prime}\right)\left(u\left(s^{\prime}\right)-p\left(s^{\prime}\right)\right)+\alpha(j)\left(p^{*}(j)-p(j)\right)+\sum_{j<s^{\prime} \leq m} \alpha\left(s^{\prime}\right)\left(l\left(s^{\prime}\right)-p\left(s^{\prime}\right)\right) \\
& =\sum_{s^{\prime} \leq j} \alpha\left(s^{\prime}\right)\left(u\left(s^{\prime}\right)-p\left(s^{\prime}\right)\right)+\sum_{j<s^{\prime} \leq m} \alpha\left(s^{\prime}\right)\left(l\left(s^{\prime}\right)-p\left(s^{\prime}\right)\right) \\
& +\alpha(j)\left(1-\sum_{s^{\prime}<j} u\left(s^{\prime}\right)-\sum_{s^{\prime}>j} l\left(s^{\prime}\right)-1+\sum_{s^{\prime} \neq j} p\left(s^{\prime}\right)\right) \\
& =\sum_{s^{\prime} \leq j}[\underbrace{\alpha\left(s^{\prime}\right)-\alpha(j)}_{\geq 0}](\underbrace{u\left(s^{\prime}\right)-p\left(s^{\prime}\right)}_{\geq 0})+\sum_{j<s^{\prime} \leq m}[\underbrace{\alpha\left(s^{\prime}\right)-\alpha(j)}_{\leq 0}](\underbrace{l\left(s^{\prime}\right)-p\left(s^{\prime}\right)}_{\leq 0}) \\
& +\alpha(j)(\sum_{s^{\prime}>m}(\underbrace{p\left(s^{\prime}\right)-l\left(s^{\prime}\right)}_{\geq 0})) \\
& \geq 0 .
\end{aligned}
$$

Hence, the proposed solution is optimal. This implies that the $N$-state inner problem can be solved in closed form, by defining $\alpha\left(s^{\prime}\right)=c\left(s, a, s^{\prime}\right)+\lambda v\left(s^{\prime}\right) \geq 0$ for $s^{\prime} \leq N$, and reordering the coefficients in descending order. Moreover, $M_{N}(s, a)=\sup _{p \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime}>N} p\left(s^{\prime}\right)=1+\sup _{p \in \mathcal{P}_{s}^{a}}\left(-\sum_{s^{\prime} \leq N} p\left(s^{\prime}\right)\right)$ can also be computed in closed form. The same is also true for the LPs which arise in the computation of the bound $\bar{\delta}(s, a, N, T)$. In all these problems, we can choose $\epsilon_{N}$ to be identically zero.

Thus, robust MDPs with interval uncertainty sets for the transition probabilities can be solved using the proposed method.

### 3.6.2 Bounded reachability

This example considers a class of problems where the change in state of a system in a single period is uniformly bounded above by some constant $M$. That is, if the system transitions from state $s$ to $s^{\prime}$ under some action $a$, we must have $s^{\prime} \leq s+M$. Note that the set of all possible states in any period is still the entire set $\mathcal{S}$.

A particular example of this model is the infinite-horizon inventory management problem
described in Example 1 of [30], wherein a seller controls the inventory of a single product with unlimited inventory capacity. The objective is to minimize the total discounted cost. The state $s$ of the system is defined as the current inventory level and can take any value in $\mathcal{S}=\{0,1,2, \ldots\}$. The seller chooses an order quantity $a \in \mathcal{A}=\{0,1, \ldots, M\}$, where $M$ is some upper limit on the order quantity in a period. If the demand in a period is $t$ units and $a$ units of the product are ordered, the inventory level changes from $s$ to $s+a-t$, which is at most $s+a \leq s+M$. Thus, this problem fits within the framework described above, and our method applies to a robust bounded-cost variant of the same.

In the nominal case, the bound on state transitions implies that the transition probability $p(\cdot \mid s, a)$ for any state-action pair $(s, a)$ is supported on $\{0,1, \ldots, s+M\}$. Keeping the same interpretation in mind, the uncertainty sets $\mathcal{P}_{s}^{a}$ are also chosen so that $p\left(s^{\prime} \mid s, a\right)=0$ for all $s^{\prime}>s+M$. We first note that such an uncertainty set always satisfies Assumption 3.5.1, as

$$
M_{N}(s, a)=\sup _{p \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime}>N} p\left(s^{\prime}\right)=0 \text { for all } N>s+M .
$$

In fact, the inner problem also reduces to a finite-dimensional optimization problem, and can be solved to arbitrary accuracy. Therefore, our uncertainty sets have all the requisite properties and the proposed policy iteration algorithm can be used. Moreover, we note that the computation of a uniform bound $\bar{\delta}(s, a, N, T)$ can also be simplified in this case.

We have,

$$
\begin{aligned}
M_{N}(s, a) & =\sup _{p \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime}>N} p\left(s^{\prime} \mid s, a\right)=\sup _{p \in \mathcal{P}_{s}^{a}} \sum_{N<s^{\prime} \leq s+a} p\left(s^{\prime} \mid s, a\right) \leq \sup _{p \in \mathcal{P}_{s}^{a}} \sum_{N<s^{\prime} \leq s+M} p\left(s^{\prime} \mid s, a\right) \forall a \\
\Longrightarrow M_{N}(s) & \leq\left\{\begin{array}{ll}
0, & N \geq s+M, \\
1, & N<s+M
\end{array}=\mathbf{1}\{N<s+M\} .\right. \\
\sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{N}}\left[M_{N}\left(s^{\prime}\right)\right] & =\sup _{p \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime} \leq N} p\left(s^{\prime} \mid s, a\right) \mathbf{1}\left\{N<s^{\prime}+M\right\} \\
& =\sup _{p \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime} \leq N, s+a} p\left(s^{\prime} \mid s, a\right) \leq \sup _{p \in \mathcal{P}_{s}^{a}} \sum_{\substack{s^{\prime} \leq N, s+M \\
N-M<s^{\prime}}} p\left(s^{\prime} \mid s, a\right) \\
& \leq \begin{cases}0, & \min \{N, s+M\} \leq N-M, \\
1, & \min \{N, s+M\}>N-M\end{cases}
\end{aligned}
$$

Proceeding in this manner gives that

$$
\begin{equation*}
B_{N}(s ; T) \leq \frac{c}{1-\lambda} \sum_{t=1}^{T} \lambda^{t-1} \mathbf{1}\{N<s+t M\} . \tag{3.39}
\end{equation*}
$$

This expression is the same as that obtained in the nominal case for the inventory control model in [30]. Recall that $B_{N}(s ; T)$ was used in the recursive computation of the uniform bound $\bar{\delta}$ in Lemma 3.5.8. In this model, however, it is easier to compute an upper bound on $\bar{\delta}$ using the right-hand-side of (3.39) instead of $B_{N}(s ; T)$. This bound also vanishes as $N$ and $T$ grow, and can be used in place of $\bar{\delta}$ in Step 2(e) of the algorithm.

### 3.6.3 Stochastic equipment replacement

Finally, we provide a specific application which does not fall under the previous two classes of models. A nominal version of this model is discussed in [21], and an unbounded-cost variant appears in Section 6.10 of [35].

Consider a stochastic equipment replacement model where the state $s \in\{0,1,2, \ldots\}$
denotes the condition of the equipment at the beginning of a time-period. State 0 corresponds to a new equipment; larger states represent poorer equipment conditions. At the beginning of each time-period, the decision-maker can either choose to replace the equipment with a new one (action 0) or keep the existing equipment (action 1). Between two decision epochs, the condition of the equipment worsens by $i \geq 0$ states with probability $q(i)$. This leads to the transition probabilities

$$
\begin{aligned}
& p\left(s^{\prime} \mid s, 0\right)=q\left(s^{\prime}\right), s^{\prime} \geq 0, \\
& p\left(s^{\prime} \mid s, 1\right)= \begin{cases}0, & s^{\prime}<s \\
q\left(s^{\prime}-s\right), & s^{\prime} \geq s\end{cases}
\end{aligned}
$$

The costs in this model are given by

$$
c(s, 0)=\alpha+h(0), \quad c(s, 1)=h(s),
$$

where $\alpha>0$ is the cost of buying a new piece of equipment and $h(s)$ is the cost of operating an equipment in condition $s$ for one period. It is natural to expect that $h(s)$ is non-decreasing in $s$ as it should be cheaper to operate an equipment that is in a better condition. Assume that $h(\cdot)$ is bounded and non-negative as well. For example, $h(s)=1-\exp (-s)$. Thus, the immediate costs are bounded between zero and $\alpha+1$.

Now, suppose we have some empirical estimate of the distribution $q(\cdot)$. It is reasonable to assume that $q(i)$ is non-increasing in $i$, since the probability to worsen by $i+1$ states should not be larger than the probability of worsening by $i$ states. An example of this would be if $q$ were a geometric distribution, where $q(i)=\beta^{i}(1-\beta), i=0,1, \ldots$ In practice, one would often estimate the parameter $\beta$ instead of the distribution directly. Suppose the $0<l \leq u<1$ represent some lower and upper confidence bounds on the value of $\beta$.

This gives us the following uncertainty sets.

$$
\begin{aligned}
& \mathcal{P}_{s}^{0}=\left\{p \in \mathcal{M}(\mathcal{S}): p\left(s^{\prime}\right)=(1-\beta) \beta^{s^{\prime}}, s^{\prime} \in \mathcal{S}, l \leq \beta \leq u\right\} \\
& \mathcal{P}_{s}^{1}=\left\{p \in \mathcal{M}(\mathcal{S}): p\left(s^{\prime}\right)=0, s^{\prime}<s ; p\left(s^{\prime}\right)=(1-\beta) \beta^{s^{\prime}-s}, s^{\prime} \geq s, l \leq \beta \leq u\right\}
\end{aligned}
$$

Note that each of these sets satisfies Assumption 3.5.1, since $\sum_{s^{\prime}>N} p\left(s^{\prime}\right) \leq(1-l) u^{N+1} /(1-u)$ for all $p \in \mathcal{P}_{s}^{0}$, and similarly for $\mathcal{P}_{s}^{1}$.

For any $N \in \mathcal{S}$ and states $s \leq N$,

$$
\begin{aligned}
M_{N}(s, 0) & =\sup _{p(\cdot \mid s, 0) \in \mathcal{P}_{s}^{0}} \sum_{s^{\prime}>N} p\left(s^{\prime} \mid s, 0\right)=\sup _{\beta \in[l, u]} \sum_{s^{\prime}>N}(1-\beta) \beta^{s^{\prime}}=\sup _{\beta \in[l, u]} \beta^{N+1}=u^{N+1} . \\
M_{N}(s, 1) & =\sup _{p(\cdot \mid s, 1) \in \mathcal{P}_{s}^{1}} \sum_{s^{\prime}>N} p\left(s^{\prime} \mid s, 1\right)=\sup _{\beta \in[l, u]} \sum_{s^{\prime}>N}(1-\beta) \beta^{s^{\prime}-s}=\sup _{\beta \in[l, u]} \beta^{N+1-s}=u^{N+1-s} . \\
M_{N}(s) & =\max \left\{M_{N}(s, 0), M_{N}(s, 1)\right\}=u^{N+1-s} .
\end{aligned}
$$

Computation of the uniform bound $\bar{\delta}$ using Algorithm 3, as well as the solution of the inner problem, consists of numerically solving problems similar in structure to the following onevariable nonlinear maximization probLem

$$
\begin{array}{lll}
\max & \sum_{s^{\prime} \leq N} \alpha\left(s^{\prime}\right) p\left(s^{\prime} \mid s, 0\right) \equiv \max (1-\beta) \sum_{s^{\prime} \leq N} \alpha\left(s^{\prime}\right) \beta^{s^{\prime}} \\
\text { s.t. } & p \in \mathcal{P}_{s}^{0} & \text { s.t. } l \leq \beta \leq u .
\end{array}
$$

These problems can easily be solved to arbitrary accuracy, and the proposed policy iteration method can be used to solve the robust MDP.

### 3.7 Conclusion

An as-is execution of policy iteration on robust MDPs encounters severe hurdles when the state-space is countable. We used approximation techniques to resolve these challenges and delivered and algorithm that can be implemented in practice. The policy evaluation
and improvement steps in the existing method require an infinite amount of computation, whereas we reduced them to finite systems of equations via a state-space truncation approach. Additional complications in policy evaluation ensued due to the nonlinearity of the robust evaluation operator. These were resolved by employing a finite number of successive approximation steps to compute an approximate value function. Further, exact solutions to the inner problems might not always be available, and our method accounted for the errors arising from their numerical solution to some nonzero accuracy. These ideas led to an approximate policy iteration algorithm where each step requires a finite amount of memory and computation. This algorithm generates a sequence of policies and computes their approximate values. Although the true values of these policies are unknown, the method guarantees that they improve in each iteration. We proved that the proposed algorithm converges in value to the optimal value function, and the policies generated converge subsequentially to an optimal policy. We also provided three examples which fall within our framework robust MDPs with interval uncertainty sets, robust MDPs where the change in state in a single period is bounded, and a robust equipment replacement probLem We showed that these models possess the desired properties that render approximate policy iteration a viable algorithm.

A natural direction for future research would be to extend our policy iteration algorithm to the case where immediate cost functions are allowed to be unbounded. This is not straightforward, primarily because the theory of countable-state robust MDPs is currently available only for the bounded-cost case [28]. As such, any algorithmic work would first require an extension of the theory in Section 6.10 of Puterman [35] to the robust setting, including the optimality of the robust Bellman equations and the existence of optimal solutions. These results are developed in the next chapter.

## Chapter 4

## ROBUST COUNTABLE-STATE MARKOV DECISION PROCESSES WITH UNBOUNDED COSTS

### 4.1 Introduction

In the previous chapter, we assumed that the immediate cost function $c\left(s, a, s^{\prime}\right)$ was uniformly bounded. This greatly simplified the calculations within the proofs, in addition to ensuring convergence of various infinite sums and expectations that arise therein. More importantly, it allowed us to invoke the existing theory for robust MDPs and restrict our attention to algorithm development. In many applications, however, a naturally arising cost function violates this assumption. Thus, we widen the scope in this chapter to allow for more general cost functions similar to those considered in [30] and Section 6.10 of [35].

The ultimate objective is to develop a practical convergent method for solving robust unbounded-cost MDPs, but the first hurdle in this case arises from the fact that a theoretical treatment of this class of MDPs is not available in the literature. Hence, in this chapter, we develop a theoretical framework for robust countable-state MDPs with unbounded cost functions. We establish the optimality of the robust Bellman equations. We show that the robust Bellman operator is a $J$-step contraction mapping on an appropriately defined Banach space, thus guaranteeing the existence and uniqueness of an optimal value function.

### 4.2 Problem Setup

Consider an infinite-horizon MDP with decision-epochs $t=0,1,2, \ldots$. The state-space $\mathcal{S}=\{1,2, \ldots$,$\} is assumed to be countable, while the action-set \mathcal{A}(s)=\{1,2, \ldots, A\}$ is discrete (finite or countably infinite). At the start of period $t$, the system occupies a state $s \in \mathcal{S}$. A decision-making agent observes this state and chooses an action $a \in \mathcal{A}(s)$. Then,
at the end of the period, the system transitions to a state $s^{\prime} \in \mathcal{S}$ with probability $p\left(s^{\prime} \mid s, a\right)$. This transition incurs a cost $c\left(s, a, s^{\prime}\right)$ discounted by a factor $\lambda^{t}$, where $\lambda \in(0,1)$ is a fixed parameter. A decision rule is a function which assigns an action to every state in $\mathcal{S}$, while a policy $\sigma=\left(d_{1}, d_{2}, \ldots\right)$ is a function prescribing a decision rule $d_{t}$ for every period $t$. Let $\Pi$ be the collection of all admissible policies. The agent aims to find a policy in $\Pi$ that minimizes the expected total discounted cost over the entire horizon.

As in the previous chapters, the nominal setup described above assumes that transition probability $p(\cdot \mid s, a)$ for any state-action pair $(s, a)$ is a model parameter known to the decision-maker. In practice, these probabilities are estimated statistically, allowing for estimation errors to affect the choice of optimal policy. The robust approach seeks to immunize the decision-maker against these errors by assuming that the transition probabilities are ambiguous. Let $\mathcal{M}(\mathcal{S})$ be the set of all probability mass functions (pmfs) on $\mathcal{S}$. We assume that for each state-action pair $(s, a)$, the $\operatorname{pmf} p(\cdot \mid s, a)$ is only known to lie in an uncertainty set $\mathcal{P}_{s}^{a} \subset \mathcal{M}(\mathcal{S})$ comprising plausible choices for the true transition probabilities. Given these sets, the set of transition probabilities consistent with a fixed decision-rule $d$ is

$$
\mathcal{T}^{d}=\left\{\mathbf{p}: \mathcal{S} \rightarrow \mathcal{M}(\mathcal{S}): \forall s \in \mathcal{S}, \mathbf{p}(s) \triangleq p(\cdot \mid s, d(s)) \in \mathcal{P}_{s}^{d(s)}\right\}
$$

Following the rectangularity assumption in [28], we also assume that for a policy $\sigma=$ $\left(d_{1}, d_{2}, \ldots\right)$, the set of probability distributions consistent with $\sigma$ is given by $\mathcal{T}^{\sigma}=\{\tau=$ $\left.\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots\right): \mathbf{p}_{t} \in \mathcal{T}^{d_{t}}\right\}$. In the robust variant, the decision-maker follows a conservative approach and tries to minimize the worst-case expected total discounted cost. This amounts to solving the following optimization problem.

$$
\begin{equation*}
v^{*}(s)=\inf _{\sigma \in \Pi} \sup _{\tau \in \mathcal{T}^{\sigma}} \mathbf{E}_{\tau}\left[\sum_{t=0}^{\infty} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right], \quad s \in \mathcal{S} . \tag{4.1}
\end{equation*}
$$

In the previous chapter, we assumed that the immediate costs $c\left(s, a, s^{\prime}\right)$ were uniformly bounded for all $s, s^{\prime} \in \mathcal{S}$ and $a \in \mathcal{A}(s)$. Here, we drop this assumption to allow for more
general cost functions that occur naturally in many applications. In particular, the costs are allowed to be unbounded, provided their growth with $s^{\prime}$ is sufficiently slow. This is made precise with the following assumptions on the behavior of the cost function. For a fixed state-action pair $(s, a)$ and $\operatorname{pmf} p(\cdot \mid s, a)$, let $\mathbf{E}_{p}\left[u\left(s^{\prime}\right)\right]$ be the expected value (or weighted average) of any function $u$ defined on $\mathcal{S}$. That is, $\mathbf{E}_{p}\left[u\left(s^{\prime}\right)\right]=\sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, a\right) u\left(s^{\prime}\right)$. We suppress the $(s, a)$-dependence in this notation since it is implied by context. Let $w$ be a (known) function on $\mathcal{S}$ such that $\inf _{s \in \mathcal{S}} w(s)>0$, and the following properties are satisfied.

Assumption 4.2.1. There exists a constant $\mu<\infty$ such that

$$
\begin{equation*}
\sup _{a \in \mathcal{A}(s)} \sup _{p \in \mathcal{P}_{s}^{a}}\left|\mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)\right]\right| \leq \mu w(s), \quad \text { for all } s \in \mathcal{S} \tag{4.2}
\end{equation*}
$$

Assumption 4.2.2. There exists a constant $\kappa, 0 \leq \kappa<\infty$, for which

$$
\begin{equation*}
\sup _{p \in \mathcal{P}_{s}^{a}} \sum_{s^{\prime} \in \mathcal{S}} p\left(s^{\prime} \mid s, a\right) w\left(s^{\prime}\right) \leq \kappa w(s) \text { for all } s \in \mathcal{S}, a \in \mathcal{A}(s) \text {. } \tag{4.3}
\end{equation*}
$$

Assumption 4.2.3. There exists a constant $\alpha, 0 \leq \alpha<1$ and an integer $J$ such that

$$
\begin{equation*}
\lambda^{J} \sum_{s^{\prime} \in \mathcal{S}} \mathbf{P}_{\sigma}^{J}\left(s^{\prime} \mid s\right) w\left(s^{\prime}\right) \leq \alpha w(s) \tag{4.4}
\end{equation*}
$$

for all $\sigma=\left(d_{1}, \ldots, d_{J}\right)$ and $\mathbf{P}_{\sigma}^{J}=\prod_{j=1}^{J} \mathbf{p}_{d_{j}}$, where $d_{j}$ is an admissible decision-rule and $\mathbf{p}_{d_{j}} \in \mathcal{T}^{d_{j}}$, for $1 \leq j \leq J$.

Assumption 4.2.1 states that starting in state $s$ and for any choice of action $a$, the worstcase expected cost occurred in a single-period transition is at most $\mu w(s)$. On the other hand, Assumptions 4.2.2 and 4.2.3 ascertain that the function $w$ itself has some desirable behavior. Non-robust versions of these assumptions are standard in the unbounded-cost MDP literature. See [30] and [35] for a detailed discussion and for examples of cost functions $c$ such that the assumptions are satisfied by a suitably chosen $w$. A theoretical framework for
unbounded cost robust MDPs is not available in the literature, and we proceed to develop the same in the next section.

### 4.3 Theoretical Results

The robust Bellman equations are given by

$$
\begin{equation*}
v(s)=\inf _{a \in \mathcal{A}(s)} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v\left(s^{\prime}\right)\right], \quad \text { for all } s \in \mathcal{S} \tag{4.5}
\end{equation*}
$$

In this section, we establish that a unique solution to (4.5) always exists, and that this solution must be the optimal value function $v^{*}$ for the robust MDP defined in Section 4.2. Additionally, we prove that solving a sequence of finite-state approximate MDPs to optimality, asymptotically recovers the optimal value function.

For any function $v$ on $\mathcal{S}$, define the $w$-norm of $v$ as $\|v\|_{w} \triangleq \sup _{s \in \mathcal{S}}|v(s)| / w(s)$. This is a well-defined norm since $w$ is a positive function bounded away from zero. Let $V_{w}$ be the set of all functions on $\mathcal{S}$ whose $w$-norm is finite. It is easy to see that $V_{w}$ is a Banach space under the $w$-norm. The following lemma shows that the value function for every policy in $\Pi$ lies in $V_{w}$.

Lemma 4.3.1 (Norm bounds). For each $\sigma \in \Pi$ and $s \in \mathcal{S}$, we have

$$
\begin{equation*}
\left|v^{\sigma}(s)\right| \leq \frac{\mu}{1-\alpha}\left[1+\lambda \kappa+\ldots+(\lambda \kappa)^{J-1}\right] w(s) \tag{4.6}
\end{equation*}
$$

Further, $\left\|v^{\sigma}\right\|_{w} \leq \frac{\mu}{1-\alpha}\left[1+\lambda \kappa+\ldots+(\lambda \kappa)^{J-1}\right]$.

Proof. Fix a policy $\sigma$ and state $s_{0}$. Then,

$$
\begin{aligned}
v^{\sigma}\left(s_{0}\right) & =\sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=0}^{\infty} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right]\right) \\
\Longrightarrow\left|v^{\sigma}\left(s_{0}\right)\right| & =\left|\sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=0}^{\infty} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right]\right)\right| \\
& \leq \sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=0}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) .
\end{aligned}
$$

For any $n$ and given a $\tau \in \mathcal{T}^{\sigma}$, let $\tau^{n}$ denote transition probabilities starting from period $n$, that is, $\tau^{n}=\left(\mathbf{p}_{n}, \mathbf{p}_{n+1}, \ldots\right)$ and $\mathcal{T}_{n}^{\sigma}=\left\{\tau^{n}=\left(\mathbf{p}_{n}, \mathbf{p}_{n+1}, \ldots\right): \mathbf{p}_{t} \in \mathcal{T}^{d_{t}}\right\}$.
Then,

$$
\begin{aligned}
\left|v^{\sigma}\left(s_{0}\right)\right| & \leq \sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=0}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) \\
& =\sup _{\substack{\left(\mathbf{p}_{1}, \tau^{2}\right) \\
\in \mathcal{T}^{d_{1}} \times \mathcal{T}_{2}^{\sigma}}}\left(\mathbf{E}_{\mathbf{p}_{1}, \tau^{2}}\left[\sum_{t=0}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) \\
& =\sup _{\substack{\left(\mathbf{p}_{1}, \tau^{2}\right) \\
\in \mathcal{T}^{1_{1}} \times \mathcal{T}_{2}^{\sigma}}}\left(\mathbf{E}_{\mathbf{p}_{1}, \tau^{2}}\left[\left|c\left(s_{0}, d_{0}\left(s_{0}\right), s_{1}\right)\right|+\sum_{t=1}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) \\
& =\sup _{\substack{\left(\mathbf{p}_{1}, \tau^{2}\right) \\
\in \mathcal{T}^{d_{1}} \times \mathcal{T}_{2}^{\sigma}}}\left(\mathbf{E}_{\mathbf{p}_{1}}\left[\left|c\left(s_{0}, d_{0}\left(s_{0}\right), s_{1}\right)\right|+\mathbf{E}_{\tau^{2}}\left[\sum_{t=1}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right]\right),
\end{aligned}
$$

where the last equality holds since the term $\left|c\left(s_{0}, d_{0}\left(s_{0}\right), s_{1}\right)\right|$ does not depend on $\tau^{1}$. It
follows that

$$
\begin{aligned}
\left|v^{\sigma}\left(s_{0}\right)\right| & \leq \sup _{\mathbf{p}_{1} \in \mathcal{T}^{d_{1}}}\left(\mathbf{E}_{\mathbf{p}_{1}}\left[\left|c\left(s_{0}, d_{0}\left(s_{0}\right), s_{1}\right)\right|+\sup _{\tau^{2} \in \mathcal{T}_{2}^{\sigma}}\left(\mathbf{E}_{\tau^{2}}\left[\sum_{t=1}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right)\right]\right) \\
& \leq \sup _{\mathbf{p}_{1} \in \mathcal{T}^{d_{1}}}\left(\mathbf{E}_{\mathbf{p}_{1}}\left[\left|c\left(s_{0}, d_{0}\left(s_{0}\right), s_{1}\right)\right|\right]\right)+\sup _{\mathbf{p}_{1} \in \mathcal{T}^{d_{1}}}\left(\mathbf{E}_{\mathbf{p}_{1}}\left[\sup _{\tau^{2} \in \mathcal{T}_{2}^{\sigma}}\left(\mathbf{E}_{\tau^{2}}\left[\sum_{t=1}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right)\right]\right) \\
& =\sup _{\mathbf{p}_{1} \in \mathcal{T}^{d_{1}}}\left(\mathbf{E}_{\mathbf{p}_{1}}\left[\left|c\left(s_{0}, d_{0}\left(s_{0}\right), s_{1}\right)\right|\right]\right)+\sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=1}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) \\
& \leq \mu w\left(s_{0}\right)+\sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=1}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) .
\end{aligned}
$$

In the second inequality, we used the fact that $\sup (f+g) \leq \sup (f)+\sup (g)$ for any functions $f$ and $g$. The last inequality follows from Assumption 4.2.1. Using a similar argument as above, we have that

$$
\begin{aligned}
\left|v^{\sigma}\left(s_{0}\right)\right| \leq \mu w\left(s_{0}\right)+\sup _{\substack{\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \tau_{3}\right) \\
\in \mathcal{T}^{\mathcal{T}_{1}} \times \mathcal{T}^{d_{2}} \times \mathcal{T}_{3}^{\sigma}}}\left(\mathbf{E}_{\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \tau_{3}\right)}\left[\lambda\left|c\left(s_{1}, d_{1}\left(s_{1}\right), s_{2}\right)\right|+\sum_{t=2}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) \\
\leq \mu w\left(s_{0}\right)+\lambda \sup _{\substack{\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right) \\
\in \mathcal{T}^{d_{1} \times \mathcal{T}^{d_{2}}}}}\left(\mathbf{E}_{\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)}\left[\left|c\left(s_{1}, d_{1}\left(s_{1}\right), s_{2}\right)\right|\right]\right)+\sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=2}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) .
\end{aligned}
$$

Then, for any $\mathbf{p}_{1} \in \mathcal{T}^{d_{1}}$ and $\mathbf{p}_{2} \in \mathcal{T}^{d_{2}}$,

$$
\begin{aligned}
\mathbf{E}_{\left(\mathbf{p}_{1}, \mathbf{p}_{2}\right)}\left[\left|c\left(s_{1}, d_{1}\left(s_{1}\right), s_{2}\right)\right|\right] & =\mathbf{E}_{\mathbf{p}_{1}}\left[\mathbf{E}_{\mathbf{p}_{2}}\left[\left|c\left(s_{1}, d_{1}\left(s_{1}\right), s_{2}\right)\right|\right]\right] \\
& \leq \mathbf{E}_{\mathbf{p}_{1}}\left[\mu w\left(s_{1}\right)\right] \\
& \leq \mu \kappa w\left(s_{0}\right) .
\end{aligned}
$$

Therefore,

$$
\left|v^{\sigma}\left(s_{0}\right)\right| \leq \mu[1+\lambda \kappa] w\left(s_{0}\right)+\sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=2}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right)
$$

Repeating this process $J$ times gives

$$
\begin{aligned}
\left|v^{\sigma}\left(s_{0}\right)\right| \leq & \mu\left[1+(\lambda \kappa)+(\lambda \kappa)^{J-1}\right] w\left(s_{0}\right)+\sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=J}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) \\
= & \mu\left[1+(\lambda \kappa)+(\lambda \kappa)^{J-1}\right] w\left(s_{0}\right)+ \\
& \sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\lambda^{J}\left|c\left(s_{J}, d_{J}\left(s_{J}\right), s_{J+1}\right)\right|+\sum_{t=J+1}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) \\
\leq & \mu\left[1+(\lambda \kappa)+(\lambda \kappa)^{J-1}\right] w\left(s_{0}\right)+\lambda^{J} \sup _{\substack{\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{J+1}\right) \\
\in \mathcal{T}^{d_{1} \times \ldots \times \mathcal{T}^{d} J+1}}}\left(\mathbf{E}_{\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{J+1}\right)}\left[\left|c\left(s_{J}, d_{J}\left(s_{J}\right), s_{J+1}\right)\right|\right]\right) \\
& +\sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=J+1}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right) .
\end{aligned}
$$

Again, for any $\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{J+1}\right) \in \mathcal{T}^{d_{1}} \times \ldots \times \mathcal{T}^{d_{J+1}}$,

$$
\begin{aligned}
\lambda^{J} \mathbf{E}_{\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{J+1}\right)}\left[\left|c\left(s_{J}, d_{J}\left(s_{J}\right), s_{J+1}\right)\right|\right] & =\lambda^{J} \mathbf{E}_{\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{J}\right)}\left[\mathbf{E}_{p_{J+1}}\left[\left|c\left(s_{J}, d_{J}\left(s_{J}\right), s_{J+1}\right)\right|\right]\right] \\
& \leq \lambda^{J} \mathbf{E}_{\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{J}\right)}\left[\mu w\left(s_{J}\right)\right] \leq \alpha \mu w\left(s_{0}\right)
\end{aligned}
$$

Therefore,

$$
\left|v^{\sigma}\left(s_{0}\right)\right| \leq \mu\left[1+(\lambda \kappa)+(\lambda \kappa)^{J-1}\right] w\left(s_{0}\right)+\alpha \mu w\left(s_{0}\right)+\sup _{\tau \in \mathcal{T}^{\sigma}}\left(\mathbf{E}_{\tau}\left[\sum_{t=J+1}^{\infty} \lambda^{t}\left|c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right|\right]\right)
$$

Repeating the above arguments for every group of $J$ terms gives us that

$$
\begin{aligned}
\left|v^{\sigma}\left(s_{0}\right)\right| \leq & {\left[1+\lambda \kappa+\ldots+(\lambda \kappa)^{J-1}\right] \mu w\left(s_{0}\right)+\alpha\left[1+\lambda \kappa+\ldots+(\lambda \kappa)^{J-1}\right] \mu w\left(s_{0}\right) } \\
& +\alpha^{2}\left[1+\lambda \kappa+\ldots+(\lambda \kappa)^{J-1}\right] \mu w\left(s_{0}\right)+\ldots \\
= & \frac{\mu}{1-\alpha}\left[1+\lambda \kappa+\ldots+(\lambda \kappa)^{J-1}\right] w\left(s_{0}\right) \\
\Longrightarrow\left\|v^{\sigma}\right\|_{w} \leq & \frac{\mu}{1-\alpha}\left[1+\lambda \kappa+\ldots+(\lambda \kappa)^{J-1}\right] .
\end{aligned}
$$

This completes the proof.

Define the robust Bellman operator $\mathcal{L}$ on $V_{w}$ as

$$
\begin{equation*}
\mathcal{L}(u)(s)=\inf _{a \in \mathcal{A}(s)} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda u\left(s^{\prime}\right)\right] \quad \text { for all } u \in V_{w} . \tag{4.7}
\end{equation*}
$$

First, we verify that the operator is well-defined on $V_{w}$. For any $s \in \mathcal{S}$,

$$
\begin{aligned}
|\mathcal{L}(u)(s)| & =\left|\inf _{a \in \mathcal{A}(s)} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda u\left(s^{\prime}\right)\right]\right| \\
& \leq \sup _{a \in \mathcal{A}(s)} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[\left|c\left(s, a, s^{\prime}\right)+\lambda u\left(s^{\prime}\right)\right|\right] \\
& \leq \sup _{a \in \mathcal{A}(s)} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[\left|c\left(s, a, s^{\prime}\right)\right|\right]+\lambda \mathbf{E}_{p}\left[\left|u\left(s^{\prime}\right)\right|\right] \\
& \leq \sup _{a \in \mathcal{A}(s)} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[\left|c\left(s, a, s^{\prime}\right)\right|\right]+\lambda\|u\|_{w} \mathbf{E}_{p}\left[w\left(s^{\prime}\right)\right] \\
& \leq \sup _{a \in \mathcal{A}(s)}\left(\mu w(s)+\lambda\|u\|_{w} \kappa w(s)\right) \\
& =\left(\mu+\lambda \kappa\|u\|_{w}\right) w(s) .
\end{aligned}
$$

Since this is true for all $s \in \mathcal{S}$, it follows that

$$
\|\mathcal{L}(u)\|_{w} \leq \mu+\lambda \kappa\|u\|_{w}<\infty
$$

Thus, $\mathcal{L}: V_{w} \rightarrow V_{w}$ is a well-defined operator. A function $v$ satisfies the Bellman equations if and only if it is a fixed point of $\mathcal{L}$. The existence (and uniqueness) of such a fixed point is established in the following theorem. For bounded-cost MDPs, the contraction property of the robust Bellman operator guarantees that an optimal solution to the Bellman equations always exists. However, when costs are unbounded, $\mathcal{L}$ is no longer a contraction mapping on $V_{w}$. The next theorem shows that $\mathcal{L}^{J}$ is a contraction mapping on $V_{w}$, where $J$ was defined in Assumption 4.2.3. The idea of the proof is similar to [28].

Theorem 4.3.2. Let $\mathcal{L}$ be the robust Bellman operator defined in Equation (4.7).
(a) $\mathcal{L}^{J}$ is a contraction mapping on $V_{w}$, that is,

$$
\left\|\mathcal{L}^{J}(u)-\mathcal{L}^{J}(v)\right\|_{w} \leq \alpha\|u-v\|_{w}, \quad \text { for all } u, v \in V_{w}
$$

(b) $\mathcal{L}$ has a unique fixed point $\bar{v}$ in $V_{w}$, and

$$
\bar{v}(s)=\inf _{\sigma \in \Pi} \sup _{\tau \in \mathcal{T} \sigma} \mathbf{E}_{\tau}\left[\sum_{t=0}^{\infty} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right] \quad \text { for all } s \in \mathcal{S}
$$

Proof. We first prove that $\mathcal{L}^{J}$ is a contraction mapping. Let $u$ and $v$ be any two functions in $V_{w}$, and $\epsilon$ be an arbitrary positive number. Fix a state $s \in \mathcal{S}$. Suppose $\mathcal{L}^{J}(u)(s) \leq \mathcal{L}^{J}(v)(s)$. Then,

$$
0 \leq \mathcal{L}^{J}(v)(s)-\mathcal{L}^{J}(u)(s)=\mathcal{L}\left(\mathcal{L}^{J-1}(v)(s)\right)-\mathcal{L}\left(\mathcal{L}^{J-1}(u)(s)\right)
$$

By definition of the infimum, there exists an action $a(s) \in \mathcal{A}(s)$ such that

$$
\begin{aligned}
\mathcal{L}\left(\mathcal{L}^{J-1}(u)(s)\right) & =\inf _{a \in \mathcal{A}(s)} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s_{1}\right)+\lambda \mathcal{L}^{J-1}(u)\left(s_{1}\right)\right] \\
& >\sup _{p \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{p}\left[c\left(s, a(s), s_{1}\right)+\lambda \mathcal{L}^{J-1}(u)\left(s_{1}\right)\right]-\epsilon .
\end{aligned}
$$

Then,

$$
\begin{aligned}
0 \leq & \mathcal{L}^{J}(v)(s)-\mathcal{L}^{J}(u)(s) \\
< & \sup _{p \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{p}\left[c\left(s, a(s), s_{1}\right)+\lambda \mathcal{L}^{J-1}(v)\left(s_{1}\right)\right] \\
& -\sup _{p \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{p}\left[c\left(s, a(s), s_{1}\right)+\lambda \mathcal{L}^{J-1}(u)\left(s_{1}\right)\right]+\epsilon .
\end{aligned}
$$

Further, there exists a $\operatorname{pmf} p^{s} \in \mathcal{P}_{s}^{a(s)}$ such that

$$
\sup _{p \in \mathcal{P}_{s}^{d} J_{j}(s)} \mathbf{E}_{p}\left[c\left(s, a(s), s_{1}\right)+\lambda \mathcal{L}^{J-1}(v)\left(s_{1}\right)\right]-\epsilon<\mathbf{E}_{p^{s}}\left[c\left(s, a(s), s_{1}\right)+\lambda \mathcal{L}^{J-1}(v)\left(s_{1}\right)\right] .
$$

Therefore,

$$
\begin{aligned}
0 & \leq \mathcal{L}^{J}(v)(s)-\mathcal{L}^{J}(u)(s) \\
& <\mathbf{E}_{p^{s}}\left[c\left(s, a(s), s_{1}\right)+\lambda \mathcal{L}^{J-1}(v)\left(s_{1}\right)\right]+\epsilon-\mathbf{E}_{p^{s}}\left[c\left(s, a(s), s_{1}\right)+\lambda \mathcal{L}^{J-1}(u)\left(s_{1}\right)\right]+\epsilon \\
& =\lambda \mathbf{E}_{p^{s}}\left[\mathcal{L}^{J-1}(v)\left(s_{1}\right)-\mathcal{L}^{J-1}(u)\left(s_{1}\right)\right]+2 \epsilon
\end{aligned}
$$

Note that we find such an action $a(s)$ for each state $s$, which defines a decision-rule $d_{J}$. Moreover, we can also define $\mathbf{p}_{J} \in \mathcal{T}^{d_{J}}$ such that $\mathbf{p}_{J}(s)=p^{s}$ as defined above. In this new notation, we have

$$
0 \leq \mathcal{L}^{J}(v)(s)-\mathcal{L}^{J}(u)(s) \leq \lambda \mathbf{E}_{\mathbf{p}_{J}(s)}\left[\mathcal{L}^{J-1}(v)\left(s_{1}\right)-\mathcal{L}^{J-1}(u)\left(s_{1}\right)\right]+2 \epsilon
$$

Repeating the same argument gives us another decision rule $d_{J-1}$ and a transition probability 'matrix' $\mathbf{p}_{J-1} \in \mathcal{T}^{d_{J-1}}$ such that

$$
\mathcal{L}^{J-1}(v)\left(s_{1}\right)-\mathcal{L}^{J-1}(u)\left(s_{1}\right) \leq \lambda \mathbf{E}_{\mathbf{p}_{J-1}\left(s_{1}\right)}\left[\mathcal{L}^{J-2}(v)\left(s_{2}\right)-\mathcal{L}^{J-2}(u)\left(s_{2}\right)\right]+2 \epsilon
$$

Thus,

$$
\begin{aligned}
0 & \leq \mathcal{L}^{J}(v)(s)-L^{J}(u)(s) \\
& \leq \lambda \mathbf{E}_{\mathbf{p}_{J}(s)}\left[\lambda \mathbf{E}_{\mathbf{p}_{J-1}\left(s_{1}\right)}\left[\mathcal{L}^{J-2}(v)\left(s_{2}\right)-\mathcal{L}^{J-2}(u)\left(s_{2}\right)\right]+2 \epsilon\right]+2 \epsilon \\
& =\lambda^{2} \mathbf{E}_{\left(\mathbf{p}_{J}, \mathbf{p}_{J-1}\right)}\left[\mathcal{L}^{J-2}(v)\left(s_{2}\right)-\mathcal{L}^{J-2}(u)\left(s_{2}\right)\right]+2(\lambda+1) \epsilon \\
& \vdots \\
& \leq \lambda^{J} \mathbf{E}_{\left(\mathbf{p}_{J}, \mathbf{p}_{J-1}, \ldots, \mathbf{p}_{1}\right)}\left[v\left(s_{J}\right)-u\left(s_{J}\right)\right]+2\left(\lambda^{J-1}+\ldots+1\right) \epsilon \\
\leq & \|v-u\|_{w}\left(\lambda^{J} \mathbf{E}_{\left(\mathbf{p}_{J}, \mathbf{p}_{J-1}, \ldots, \mathbf{p}_{1}\right)}\left[w\left(s_{J}\right)\right]\right)+2\left(\lambda^{J-1}+\ldots+1\right) \epsilon \\
= & \|v-u\|_{w}\left(\lambda^{J} \sum_{s_{J} \in \mathcal{S}} \mathbf{P}_{\sigma}^{J}\left(s_{J} \mid s\right) w\left(s_{J}\right)\right)+2\left(\lambda^{J-1}+\ldots+1\right) \epsilon
\end{aligned}
$$

where $\sigma=\left(d_{1}, \ldots, d_{J}\right)$ and $\mathbf{P}_{\sigma}^{J}=\mathbf{p}_{1} \ldots \mathbf{p}_{J}$. Then, by Assumption 4.2.3, it follows that

$$
\left|\mathcal{L}^{J}(v)(s)-\mathcal{L}^{J}(u)(s)\right|=\mathcal{L}^{J}(v)(s)-\mathcal{L}^{J}(u)(s) \leq\|v-u\|_{w} \alpha w(s)+2\left(\lambda^{J-1}+\ldots+1\right) \epsilon .
$$

A similar argument works by interchanging the roles of $u$ and $v$ above when $\mathcal{L}^{J}(u)(s) \geq$ $\mathcal{L}^{J}(v)(s)$.

Since $\epsilon>0$ was arbitrary, we conclude that

$$
\begin{aligned}
&\left|\mathcal{L}^{J}(v)(s)-\mathcal{L}^{J}(u)(s)\right| \\
& \Longrightarrow \quad\left\|\mathcal{L}^{J}(v)-\mathcal{L}^{J}(u)\right\|_{w} \leq \alpha\|v-u\|_{w} \alpha w(s) \text { for all } s \in \mathcal{S},
\end{aligned}
$$

Thus, $\mathcal{L}^{J}$ is a contraction mapping on $V_{w}$.

For the second part of the theorem, we invoke a generalized version of the Banach contraction mapping theorem. The theorem states that an operator $T$ on a Banach space $X$ has a unique fixed point in $X$, if $T^{n}$ is a contraction mapping for some $n \in \mathbb{N}$. Since $\mathcal{L}^{J}$ is a contraction, $\mathcal{L}$ has a unique fixed point in the Banach space $V_{w}$. Let us call that fixed point $\bar{v}$.

Next, we prove that $\bar{v}(s)$ must be the optimal value function defined in (4.1). We do so by comparing $\bar{v}$ with the value $v^{\sigma}$ of an arbitrary policy $\sigma=\left(d_{0}, d_{1}, \ldots\right) \in \Pi$. Note that for any state $s \in \mathcal{S}$ and decision-rule $d$, we have

$$
\mathcal{L}(v)(s)=\inf _{a \in \mathcal{A}(s)} \sup _{p \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p}\left[c\left(s, a, s^{\prime}\right)+\lambda v\left(s^{\prime}\right)\right] \leq \sup _{p \in \mathcal{P}_{s}^{d(s)}} \mathbf{E}_{p}\left[c\left(s, d(s), s^{\prime}\right)+\lambda v\left(s^{\prime}\right)\right] .
$$

We use this argument repeatedly in the following calculations. Fix a state $s_{0} \in \mathcal{S}$. Also, let $\mathcal{P}_{s}^{d}$ denote $\mathcal{P}_{s}^{d(s)}$. By definition,

$$
v^{\sigma}\left(s_{0}\right)=\sup _{\tau \in \mathcal{T} \sigma} \mathbf{E}_{\tau}\left[\sum_{t=0}^{\infty} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right]
$$

Moreover,

$$
\begin{aligned}
\bar{v}\left(s_{0}\right) & =\mathcal{L}(\bar{v})\left(s_{0}\right) \\
& =\inf _{a \in \mathcal{A}(s)} \sup _{p_{0} \in \mathcal{P}_{s}^{a}} \mathbf{E}_{p_{0}}\left[c\left(s_{0}, a, s_{1}\right)+\lambda \bar{v}\left(s_{1}\right)\right] \\
& \leq \sup _{p_{0} \in \mathcal{P}_{s}^{d_{0}}} \mathbf{E}_{p_{0}}\left[c\left(s, d_{0}(s), s_{1}\right)+\lambda \bar{v}\left(s_{1}\right)\right] \\
& \leq \sup _{p_{0} \in \mathcal{P}_{s}^{d_{0}}} \mathbf{E}_{p_{0}}\left[c\left(s, d_{0}(s), s_{1}\right)+\lambda\left(\sup _{p_{1} \in \mathcal{P}_{s_{1}}^{d_{1}}} \mathbf{E}_{p_{1}}\left[c\left(s_{1}, d_{1}\left(s_{1}\right), s_{2}\right)+\lambda \bar{v}\left(s_{2}\right)\right]\right)\right] \\
& \leq \sup _{p_{0} \in \mathcal{P}_{s}^{d_{0}}} \mathbf{E}_{p_{0}}\left[c\left(s, d_{0}(s), s_{1}\right)+\lambda\left(\sup _{\mathbf{p}_{1} \in \mathcal{T}^{d_{1}}} \mathbf{E}_{\mathbf{p}_{1}}\left[c\left(s_{1}, d_{1}\left(s_{1}\right), s_{2}\right)+\lambda \bar{v}\left(s_{2}\right)\right]\right)\right] .
\end{aligned}
$$

Recall that $\mathbf{p}_{1}$ is a transition probability 'matrix' such that $\mathbf{p}_{1}(s)=p_{1}\left(\cdot \mid s, d_{1}(s)\right)$. Then, using the fact that $\sup (f+g) \leq \sup f+\sup g$ for any functions $f$ and $g$, it follows that

$$
\begin{aligned}
\bar{v}\left(s_{0}\right) & \leq \sup _{p_{0} \in \mathcal{P}_{s}^{d_{0}}} \sup _{\mathbf{p}_{1} \in \mathcal{T}^{d_{1}}} \mathbf{E}_{p_{0}}\left[\mathbf{E}_{\mathbf{p}_{1}}\left[c\left(s, d_{0}(s), s_{1}\right)+\lambda c\left(s_{1}, d_{1}\left(s_{1}\right), s_{2}\right)+\lambda^{2} \bar{v}\left(s_{2}\right)\right]\right] \\
& =\sup _{\substack{\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right) \\
\in \mathcal{T}^{d_{0}} \times \mathcal{T}^{d_{1}}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right)}\left[c\left(s, d_{0}(s), s_{1}\right)+\lambda c\left(s_{1}, d_{1}\left(s_{1}\right), s_{2}\right)+\lambda^{2} \bar{v}\left(s_{2}\right)\right] .
\end{aligned}
$$

Repeating this argument $n$ times gives that

$$
\begin{aligned}
& \bar{v}\left(s_{0}\right) \leq \sup _{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\
\in \mathcal{T}^{d_{0}} \times \ldots \times \mathcal{T}^{d_{n}}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[\sum_{t=0}^{n} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)+\lambda^{n+1} \bar{v}\left(s_{n+1}\right)\right] \\
& \leq \sup _{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\
\in \mathcal{T}^{d_{0}} \times \ldots \times \mathcal{T}^{d_{n}}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[\sum_{t=0}^{n} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right]+\sup _{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\
\in \mathcal{T}^{d} 0 \times \ldots \times \mathcal{T}^{d_{n}}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[\lambda^{n+1} \bar{v}\left(s_{n+1}\right)\right] \\
& =\sup _{\tau \in \mathcal{T}^{\sigma}} \mathbf{E}_{\tau}\left[\sum_{t=0}^{n} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right]+\sup _{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\
\in \mathcal{T}^{d_{0}} \times \ldots \times \mathcal{T}^{d_{n}}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[\lambda^{n+1} \bar{v}\left(s_{n+1}\right)\right] \\
& \leq \sup _{\tau \in \mathcal{T}^{\sigma}} \mathbf{E}_{\tau}\left[\sum_{t=0}^{n} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right]+\lambda^{n+1}\|\bar{v}\|_{w}^{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\
\in \mathcal{T}^{d_{0}} \times \ldots \times \mathcal{T}^{d_{n}}}} \operatorname{Esp}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[w\left(s_{n+1}\right)\right] .
\end{aligned}
$$

In particular, for $n=J-1$,

$$
\begin{aligned}
\bar{v}\left(s_{0}\right) & \leq \sup _{\tau \in \mathcal{T}^{\sigma}} \mathbf{E}_{\tau}\left[\sum_{t=0}^{J-1} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right]+\lambda^{J}\|\bar{v}\|_{w} \sup _{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{J-1}\right) \\
\in \mathcal{T}^{d} 0 \times \ldots \times \mathcal{T}^{d J-1}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{J-1}\right)}\left[w\left(s_{J}\right)\right] \\
& \leq \sup _{\tau \in \mathcal{T}^{\sigma}} \mathbf{E}_{\tau}\left[\sum_{t=0}^{J-1} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right]+\|\bar{v}\|_{w} \alpha w(s),
\end{aligned}
$$

where the last inequality follows from Assumption 4.2.3. In fact, for any positive integer $m$ and $n=m J-1$, we have

$$
\bar{v}\left(s_{0}\right) \leq \sup _{\tau \in \mathcal{T} \sigma} \mathbf{E}_{\tau}\left[\sum_{t=0}^{m J-1} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right]+\|\bar{v}\|_{w} \alpha^{m} w\left(s_{0}\right) .
$$

Let $m \rightarrow \infty$ to obtain

$$
\bar{v}(s) \leq \sup _{\tau \in \mathcal{T}^{\sigma}} \mathbf{E}_{\tau}\left[\sum_{t=0}^{\infty} \lambda^{t} c\left(s_{t}, d_{t}\left(s_{t}\right), s_{t+1}\right)\right]=v^{\sigma}(s) \text { for all } s \in \mathcal{S}
$$

Since the policy $\sigma \in \Pi$ was arbitrary, we have

$$
\begin{equation*}
\bar{v}\left(s_{0}\right) \leq \inf _{\sigma \in \Pi} v^{\sigma}\left(s_{0}\right) \text { for all } s_{0} \in \mathcal{S} . \tag{4.8}
\end{equation*}
$$

We now justify that this inequality cannot be strict. Given $\epsilon>0$, we show that there there exists a policy $\sigma$ such that $\bar{v}(s) \geq v^{\sigma}(s)-\epsilon /(1-\lambda)$. For any state $s$, there exists an action $a(s) \in \mathcal{A}(s)$ such that

$$
\bar{v}(s)=\mathcal{L}(\bar{v})(s)>\sup _{\mathbf{p} \in \mathcal{P}_{s}^{a(s)}} \mathbf{E}_{\mathbf{p}}\left[c\left(s, a(s), s^{\prime}\right)+\lambda \bar{v}\left(s^{\prime}\right)\right]-\epsilon .
$$

We use these actions $a(s)$ to define a decision-rule $d: \mathcal{S} \rightarrow \mathcal{A}(s)$, with $d(s)=a(s)$. Further, define a stationary policy $\sigma=(d, d, \ldots) \in \Pi$. Fix a state $s_{0} \in \mathcal{S}$. Then, by construction,

$$
\begin{aligned}
\bar{v}\left(s_{0}\right) & >\sup _{\mathbf{p}_{0} \in \mathcal{T}^{d}} \mathbf{E}_{\mathbf{p}_{0}}\left[c\left(s, d(s), s_{1}\right)+\lambda \bar{v}\left(s_{1}\right)\right]-\epsilon \\
& \geq \sup _{\mathbf{p}_{0} \in \mathcal{T}^{d}} \mathbf{E}_{\mathbf{p}_{0}}\left[c\left(s, d(s), s_{1}\right)+\lambda\left(\sup _{\mathbf{p}_{1} \in \mathcal{T}^{d}} \mathbf{E}_{\mathbf{p}_{1}}\left[c\left(s_{1}, d\left(s_{1}\right), s_{2}\right)+\lambda \bar{v}\left(s_{2}\right)\right]-\epsilon\right)\right]-\epsilon \\
& =\sup _{\mathbf{p}_{0} \in \mathcal{T}^{d}} \mathbf{E}_{\mathbf{p}_{0}}\left[c\left(s, d(s), s_{1}\right)+\lambda\left(\sup _{\mathbf{p}_{1} \in \mathcal{T}^{d}} \mathbf{E}_{\mathbf{p}_{1}}\left[c\left(s_{1}, d\left(s_{1}\right), s_{2}\right)+\lambda \bar{v}\left(s_{2}\right)\right]\right)\right]-(1+\lambda) \epsilon \\
& \left.\left.=\sup _{\substack{\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right) \\
\in \mathcal{T}^{d} \times \mathcal{T}^{d}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \mathbf{p}_{1}\right)}\left[c\left(s, d(s), s_{1}\right)+\lambda c\left(s_{1}, d\left(s_{1}\right), s_{2}\right)+\lambda^{2} \bar{v}\left(s_{2}\right)\right]\right)\right]-(1+\lambda) \epsilon .
\end{aligned}
$$

Repeating this argument $n$ times gives

$$
\begin{aligned}
\bar{v}\left(s_{0}\right) \geq & \sup _{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\
\in \mathcal{T}^{d} \times \ldots \times \mathcal{T}^{d}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[\sum_{t=0}^{n} \lambda^{t} c\left(s_{t}, d\left(s_{t}\right), s_{t+1}\right)+\lambda^{n+1} \bar{v}\left(s_{n+1}\right)\right]-\left(1+\ldots+\lambda^{n}\right) \epsilon \\
\geq & \sup _{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\
\in \mathcal{T}^{d} \times \ldots \times \mathcal{T}^{d}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[\sum_{t=0}^{n} \lambda^{t} c\left(s_{t}, d\left(s_{t}\right), s_{t+1}\right)\right] \\
& -\sup _{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\
\in \mathcal{T}^{d} \times \ldots \times \mathcal{T}^{d}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[\lambda^{n+1}\left(-\bar{v}\left(s_{n+1}\right)\right]-\left(1+\ldots+\lambda^{n}\right) \epsilon .\right.
\end{aligned}
$$

Here, we have used the property that $\sup (f-g) \geq \sup f-\sup g$ for any functions $f$ and $g$. Since $-\bar{v}\left(s_{n+1}\right) \leq\left|\bar{v}\left(s_{n+1}\right)\right| \leq\|\bar{v}\|_{w} w\left(s_{n+1}\right)$, it follows that

$$
\begin{aligned}
\bar{v}\left(s_{0}\right) \geq & \sup _{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\
\in \mathcal{T}^{d} \times \ldots \times \mathcal{T}^{d}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[\sum_{t=0}^{n} \lambda^{t} c\left(s_{t}, d\left(s_{t}\right), s_{t+1}\right)\right] \\
& -\lambda^{n+1}\|\bar{v}\|_{w}^{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\
\in \mathcal{T}^{d} \times \ldots \times \mathcal{T}^{d}}} \sup _{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[w\left(s_{n+1}\right)\right]-\left(1+\ldots+\lambda^{n}\right) \epsilon .
\end{aligned}
$$

Once again, for $n=m J-1$, we have

$$
\left.\bar{v}\left(s_{0}\right) \geq \sup _{\substack{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right) \\ \in \mathcal{T}^{d} \times \ldots \times \mathcal{T}^{d}}} \mathbf{E}_{\left(\mathbf{p}_{0}, \ldots, \mathbf{p}_{n}\right)}\left[\sum_{t=0}^{n} \lambda^{t} c\left(s_{t}, d\left(s_{t}\right), s_{t+1}\right)\right]-\lambda^{m J}\|\bar{v}\|_{w} \alpha^{m} w\left(s_{0}\right)\right]-\left(1+\ldots+\lambda^{n}\right) \epsilon
$$

Letting $m \rightarrow \infty$, we have

$$
\bar{v}\left(s_{0}\right) \geq \sup _{\tau \in \mathcal{T}^{\sigma}} \mathbf{E}_{\tau}\left[\sum_{t=0}^{\infty} \lambda^{t} c\left(s_{t}, d\left(s_{t}\right), s_{t+1}\right)\right]-\frac{\epsilon}{1-\lambda} .
$$

Hence,

$$
\begin{equation*}
\bar{v}(s) \geq v^{\sigma}(s)-\frac{\epsilon}{1-\lambda} \text { for all } s \in \mathcal{S} \tag{4.9}
\end{equation*}
$$

Thus, there exists a policy $\sigma$ whose value is at most $\epsilon /(1-\lambda)$ greater than $\bar{v}$. Since $\epsilon>0$ was arbitrary, we conclude that $\bar{v}$ must be equal to the infimum in (4.8). This completes the proof.

As in [28], this theorem leads to two useful corollaries. The first states that the value of a statioanry policy can be computed using a robust Bellman evaluation operator. The second result states that given $\epsilon>0$, there exists a stationary policy such whose value is at most $\epsilon$ greater than the optimal. Consequently, it is sufficient to solve the MDPs over stationary policies alone.

Corollary 4.3.3. (a) Given a decision-rule $d$, the value of the stationary policy $\sigma=(d, d, \ldots)$ is given by

$$
v^{\sigma}(s)=\sup _{p \in \mathcal{P}_{s}^{d}} \mathbf{E}_{p}\left[c\left(s, d(s), s^{\prime}\right)+\lambda v^{\sigma}\left(s^{\prime}\right)\right], \quad \text { for all } s \in \mathcal{S}
$$

(b) For all $\epsilon>0$, there exists a decision-rule $d$ and a stationary policy $\sigma=(d, d, \ldots)$ such that

$$
v^{*}(s) \geq v^{\sigma}(s)-\epsilon
$$

Proof. The first result follows from Theorem 4.3 .2 by choosing $\mathcal{A}(s)=\{d(s)\}$ for all $s$. The second result was established in the proof of Theorem 4.3.2; see Equation (4.9) and note that $\bar{v}=v^{*}$.

Thus, we have established that the optimal value function for a robust MDP with unbounded immediate costs can be recovered from the robust Bellman equations. Moreover, an optimal policy can then be constructed by choosing actions from the argmin set in the Bellman equations for each state. We expect that the natural methods of policy and value iteration can be employed here as well, but there convergence behavior remains to be verified. The standard methods would also encounter implementability issues as in the bounded-cost case. As such, the eventual goal is to devise a convergent, implementable approximate policy iteration algorithm akin to the previous chapters, for this class of problems as well. Some immediate hurdles in this task arise from the fact that all expectations in the technical results from Chapter 2 relied on the exponential decay of the $\lambda^{T}$ terms. This role is now played by the parameter $\alpha$, so the expectations have to be dealt with in increments of $J$. This further complicates the algorithmic computation of a bound like $\bar{\delta}$ that guarantees sufficient improvement in the policy update step. Nonetheless, developing a practical way of solving unbounded-cost robust MDPs will be a valuable generalization of this work.

## Chapter 5

## A ROBUST MULTI-PERIOD NEWSVENDOR MODEL WITH INVENTORY-BALANCE CONSTRAINTS

### 5.1 Introduction

In recent years, robust optimization has steadily gained in popularity as a successful approach to difficult problems of optimization under uncertainty; an overview of robust optimization can be found in Ben-Tal et al. [9]. An area that has benefited significantly is inventory management, and our paper contributes to this stream. We study a generic multiple period inventory management problem that maximizes profit in a Newsvendor framework with inventory balance constraints, where sale revenues as well as ordering, holding, and shortage costs are captured. Our uncertainty sets are generic, but they can be parameterized to form various uncertainty sets, motivated by probabilistic limit theorems, that have recently gained popularity. Notably, we are able to derive closed-form solutions for our general problem. Furthermore, our model can be applied in both a static setting as well as in a dynamic rolling horizon manner. Our paper is related to four streams of literature: 1) robust inventory cost minimization, 2) robust newsvendor models, 3) design of robust uncertainty sets, and 4) dynamic robust optimization. We position our research relative to the most relevant papers in each of these streams.

### 5.1.1 Robust Inventory Cost Minimization

One of the first robust inventory management models, focused on minimizing cumulative ordering, holding and shortage costs over a finite horizon, is Bertsimas and Thiele [11], which applies the fundamental constructs of Bertsimas and Sim [10], such as "budgets of uncertainty". Bienstock and Özbay [14] extends Bertsimas and Thiele [11] in various directions.

Chen et al. [18] studies generic robust uncertainty sets allowing for asymmetry and See and Sim [39] analyzes a "factor-based" model of uncertainty; both these approaches result in a non-robust second-order cone counterpart. Wagner [44] studies a similar cost minimization problem, except that the only property known about demand is non-negativity. ArdestaniJaafari and Delage [2], extending the ideas from Gorissen and Hertog [24], analyzes more general robust optimization problems involving sums of piecewise linear functions, which can be applied to inventory management problems. Mamani et al. [31] studies a similar problem, except that the uncertainty sets are motivated by the central limit theorem, which results in closed-form solutions. Solyalı et al. [41] proposes a new robust formulation of inventory control based on ideas from facility location. Wagner [45] provides a continuous-time formulation of a similar problem, where the uncertainty set is motivated by the strong law of large numbers. Our paper differs from this stream in that we introduce revenues into the models via a Newsvendor approach, so that we maximize profit rather than minimize cost.

### 5.1.2 Robust Newsvendor Models

A popular approach for studying a robust Newsvendor model is to apply distributionally robust optimization: one assumes that the mean and variance of demand are known, but the distribution is not, and a max-min approach over all probabilistic distributions that have the given mean and variance is applied. Scarf [36] derives the optimal order quantity for the Newsvendor Problem under this scenario. Perakis and Roels [34] extends this setup to allow more (or less) information to be known about the demand distribution under a regret formulation and Natarajan et al. [32] analyzes similar extensions under a max-min approach over multiple products. Further examples of this style of research can be found in the comprehensive literature review of Natarajan et al. [32]. Our paper differs from this stream in that we apply uncertainty-set robust optimization techniques, rather than distributionally robust techniques; the value of our approach is that we can introduce and tractably analyze inventory balance constraints for a multiple period Newsvendor model. Note that Vairaktarakis [42] also utilizes uncertainty-set robust optimization to study the

Newsvendor problem, under either interval demand uncertainty or under a discrete set of demand scenarios; however, this paper only considers a single period and inventory balance constraints are not considered.

### 5.1.3 Design of Robust Uncertainty Sets

In early robust optimization papers, the uncertainty sets were selected to be interval, polyhedral, ellipsoidal, or, more generally, simply convex. More recently, researchers have attempted to design uncertainty sets that mimic the structure of limit theorems of probability. Bertsimas et al. [13] analyzes queuing networks with a robust uncertainty set motivated by the probabilistic law of the iterated logarithm. Bandi and Bertsimas [3] focuses on studying uncertainty sets motivated by the central limit theorem, which is applied in detailed investigations of option pricing [5], auction design [4], queueing theory [6, 7], and inventory management [31]. Wagner [45] uses the strong law of large numbers to motivate an uncertainty set in an inventory cost minimization context. Our paper continues this stream in that we consider a generic uncertainty set, which can be parameterized to result in many of the above sets.

### 5.1.4 Dynamic Robust Optimization

Ben-Tal et al. [8] studies an adjustable robust optimization problem, where variable values can be changed once unknowns become realized; this problem is shown to be NP-hard. Consequently, researchers have focused on approximations, such as an affinely adjustable robust optimization model, where the focus is to find optimal policies that are affine in the uncertain parameters. Bertsimas et al. [12] proves the optimality of affine policies for a general class of multi-stage robust optimization models where unknown parameters are constrained to lie in intervals; this research is extended by Iancu et al. [27], which more fully characterizes the problem structures where affine policies are optimal. Another avenue of approximation is to apply a static model in a rolling horizon framework. Mamani et al. [31] takes this approach in an inventory cost minimization context, and exhibits better performance than Bertsimas
and Thiele [11] and Bertsimas et al. [12] under correlated demands. Solyalı et al. [41] also takes this approach, which outperforms Bertsimas and Thiele [11], Ben-Tal et al. [8], See and Sim [39], and others. Wagner [45] studies three rolling horizon contexts, which depend on whether or not the observed demand stream is consistent with the original robust uncertainty set. In our paper we adopt this rolling horizon approach to design dynamic strategies, though we are the first to do so for a multiple period Newsvendor problem with inventory balance constraints.

The only paper, to our knowledge, that combines a non-stochastic Newsvendor framework with a multiple period setting and inventory balance constraints is Wagner [43]; however, this paper approaches the problem via online optimization where nothing is known about demand other than non-negativity, which leads to overly conservative solutions. In contrast, our model allows the introduction of partial knowledge of demand, such as the mean and standard deviation; furthermore, our model admits parameters than can control the conservatism of the solution.

### 5.2 Model

Consider a seller managing the inventory of a single product over $n$ periods. For $j \in$ $\{1,2, \ldots, n\}$, let $d_{j} \geq 0$ be the demand for this product in the $j$-th period, and let $q_{j} \geq 0$ be the amount of new product that the seller purchases in the same period. Then the inventory level $I_{j}$ at the end of this period is $I_{j}=I_{j-1}+q_{j}-d_{j}$, where the initial inventory level $I_{0}$ is assumed to be known. $I_{j}$ can take any sign; a negative value of $I_{j}$ indicates shortage while a positive inventory level implies a surplus. Both unmet demands and surplus inventory are carried over to the next period. Thus, the total demand which must be satisfied in period $j$ is $d_{j}$ plus any demand which has been carried over from the previous period. Similarly, the total amount of the product available for sale in period $j$ is the sum of $q_{j}$ and any inventory being held from period $j-1$. Therefore, the amount of inventory sold in period $j$ is $\min \left\{d_{j}+I_{j-1}^{-}, q_{j}+I_{j-1}^{+}\right\}\left(\right.$where $a^{+}=\max \{a, 0\}, a^{-}=\max \{-a, 0\}$ and $a=a^{+}-a^{-}$for any $a \in \mathbb{R})$. Let $q=\left(q_{1}, \ldots, q_{n}\right)$ be the vector of order quantities, and $d=\left(d_{1}, \ldots, d_{n}\right)$ be the
demand vector. Also, let $Q_{j}=\sum_{i=1}^{j} q_{i}$ and $D_{j}=\sum_{i=1}^{j} d_{i}$ be the cumulative order quantity and cumulative demand up to period $j$ respectively. If $r \geq 0$ is the sale revenue per unit, then the total revenue accrued over $n$ periods is

$$
\begin{align*}
R(q, d) & =\sum_{j=1}^{n} r \cdot \min \left\{d_{j}+I_{j-1}^{-}, q_{j}+I_{j-1}^{+}\right\}=r\left(\sum_{j=1}^{n} \min \left\{0,-I_{j}\right\}+q_{j}+I_{j-1}^{+}\right) \\
& =r\left(\sum_{j=1}^{n}-I_{j}^{+}+q_{j}+I_{j-1}^{+}\right)=r\left(I_{0}^{+}+Q_{n}-I_{n}^{+}\right) . \tag{5.1}
\end{align*}
$$

Next, we compute the total cost incurred over the entire horizon. The seller tries to avoid both excess inventory as well as shortage, and this is modeled by defining costs associated with both these phenomena. Suppose a holding cost of $h \geq 0$ per unit per period is incurred whenever the order quantities exceed the demand and the inventory level is positive. Similarly, let $s \geq 0$ be the shortage cost per unit per period which applies only when the demand from period $j$ is not satisfied and $I_{j}<0$. Finally, let $c \geq 0$ be the ordering cost per unit. Then, the total cost for order quantities $q=\left(q_{1}, \ldots, q_{n}\right)$ and demand $d=\left(d_{1}, \ldots, d_{n}\right)$, is

$$
\begin{equation*}
C(q, d)=\sum_{j=1}^{n} c q_{j}+h I_{j}^{+}+s I_{j}^{-} . \tag{5.2}
\end{equation*}
$$

The seller's objective is to maximize profit. The profit earned over the entire horizon is $\Pi(q, d)=R(q, d)-C(q, d)$. The following lemma computes a convenient expression for the total profit which helps us formulate the profit maximization problem as a linear program (LP).

Lemma 5.2.1 (Profit function). For a demand vector $d$ and order quantities $q$, define

$$
\begin{equation*}
y_{j}=\max \left\{\left(h+\delta_{j n} c\right)\left(Q_{j}-D_{j}+I_{0}\right),\left(s+\delta_{j n}(r-c)\right)\left(D_{j}-Q_{j}-I_{0}\right)\right\}, \quad j=1, \ldots, n \tag{5.3}
\end{equation*}
$$

where $\delta_{j n}$ is the kronecker delta which takes the value 1 when $j=n$, and 0 otherwise. Then,
the profit function is given by

$$
\begin{equation*}
\Pi(q, d)=c I_{0}^{+}+(r-c) I_{0}^{-}+(r-c) D_{n}-\sum_{j=1}^{n} y_{j} \tag{5.4}
\end{equation*}
$$

Proof. Proof:

$$
\begin{aligned}
\Pi(q, d) & =R(q, d)-C(q, d) \\
& =r\left(I_{0}^{+}+Q_{n}-I_{n}^{+}\right)-c Q_{n}-\sum_{j=1}^{n}\left(h I_{j}^{+}+s I_{j}^{-}\right) \\
& =r I_{0}^{+}+(r-c) Q_{n}-r I_{n}^{+}-\sum_{j=1}^{n}\left(h I_{j}^{+}+s I_{j}^{-}\right) \\
& =r I_{0}^{+}+(r-c)\left(D_{n}-I_{0}\right)+(r-c)\left(Q_{n}-D_{n}+I_{0}\right)-r I_{n}^{+}-\sum_{j=1}^{n}\left(h I_{j}^{+}+s I_{j}^{-}\right) \\
& =r I_{0}^{+}-(r-c) I_{0}+(r-c) D_{n}+(r-c) I_{n}-r I_{n}^{+}-\sum_{j=1}^{n}\left(h I_{j}^{+}+s I_{j}^{-}\right) \\
& =r I_{0}^{+}-(r-c)\left(I_{0}^{+}-I_{0}^{-}\right)+(r-c) D_{n}+(r-c)\left(I_{n}^{+}-I_{n}^{-}\right)-r I_{n}^{+}-\sum_{j=1}^{n}\left(h I_{j}^{+}+s I_{j}^{-}\right) \\
& =c I_{0}^{+}+(r-c) I_{0}^{-}+(r-c) D_{n}-c I_{n}^{+}-(r-c) I_{n}^{-}-\sum_{j=1}^{n}\left(h I_{j}^{+}+s I_{j}^{-}\right) \\
& =c I_{0}^{+}+(r-c) I_{0}^{-}+(r-c) D_{n}-\sum_{j=1}^{n}\left(\left(h+\delta_{j n} c\right) I_{j}^{+}+\left(s+\delta_{j n}(r-c)\right) I_{j}^{-}\right) \\
& =c I_{0}^{+}+(r-c) I_{0}^{-}+(r-c) D_{n}-\sum_{j=1}^{n} \max \left\{\left(h+\delta_{j n} c\right) I_{j},-\left(s+\delta_{j n}(r-c)\right) I_{j}\right\} .
\end{aligned}
$$

Substituting $I_{j}=Q_{j}-D_{j}+I_{0}$ for all $j$, we rewrite

$$
\begin{aligned}
\Pi(q, d) & =c I_{0}^{+}+(r-c) I_{0}^{-}+(r-c) D_{n} \\
& -\sum_{j=1}^{n} \max \left\{\left(h+\delta_{j n} c\right)\left(Q_{j}-D_{j}+I_{0}\right),\left(s+\delta_{j n}(r-c)\right)\left(D_{j}-Q_{j}-I_{0}\right)\right\} .
\end{aligned}
$$

Finally, using the definition of $y_{j}$ from (5.3) gives the desired result.

The seller's goal is to find the optimal quantity to order in each period so as to maximize the total profit. The terms outside the summation in (5.4) are constant for any $q$, and the optimal order quantity is independent of these terms. Therefore, maximizing the profit is equivalent to solving $\left(\min \sum_{j=1}^{n} y_{j}\right)$ over all feasible vectors $q \geq 0$. Intuitively, the seller tries to simultaneously minimize both the terms inside the max in (5.3). The first term, being positive only when $Q_{j}+I_{0}>D_{j}$, indicates the seller's aversion to ordering too much inventory which would incur a holding cost. Since the purchase cost for each period gets added up, the parameter $c$ appears only in the last period. Similarly, the second term is positive only when $Q_{j}+I_{0}<D_{j}$, that is, when the quantity ordered in the first $j$ periods (plus the initial inventory) is insufficient to meet the demand in those periods. This is weighted by the shortage cost. Once again, the term $(r-c)$ appears only in period $n$ to penalize any lost revenue when the total demand $D_{n}$ exceeds the total quantity $Q_{n}+I_{0}$ of the product. Thus, the profit maximization problem can be formulated as the following LP.

$$
\begin{array}{ll}
\min & \sum_{j=1}^{n} y_{j} \\
\text { s.t. } & y_{j} \geq\left(h+\delta_{j n} c\right)\left(Q_{j}+I_{0}-D_{j}\right), j=1, \ldots, n  \tag{5.5}\\
& y_{j} \geq\left(s+\delta_{j n}(r-c)\right)\left(D_{j}-Q_{j}-I_{0}\right) j=1, \ldots, n, \\
& Q_{n} \geq Q_{n-1} \geq \ldots \geq Q_{1} \geq 0
\end{array}
$$

Note that we can drop the variables $q_{j}$ since they can be recovered from $Q_{j}$. The nonnegativity of $q_{j}$ is ensured by the constraints $Q_{j} \geq Q_{j-1}$ for all $j$.

In the simplest model, we can assume that the demands are known and solving (5.5) will yield the optimal order quantities $\left(Q_{j}=\left(D_{j}-I_{0}\right)^{+}\right.$for all $\left.j\right)$. This, however, is unrealistic in practice, as the true demand is almost never known a priori. Traditionally, this is resolved by assuming that the parameters $D_{j}$ in (5.5) are random variables with known distributions.

This gives rise to the classical stochastic newsvendor model, and optimal order quantities are recovered by solving (5.5) through stochastic optimization techniques.

The demand distributions in the stochastic model are often constructed from historical data using heuristics and statistical methods, and may not be exact. These errors, in turn, may lead to suboptimal solutions. A robust optimization model accounts for this by instead assuming that the unknown demand vector $d$ simply lies in some set of plausible values called the uncertainty set $\Omega$. A robust optimization variant of the profit maximization problem in (5.5) can be formulated as follows.

$$
\begin{array}{ll}
\min & \sum_{j=1}^{n} y_{j} \\
\text { s.t. } & y_{j} \geq\left(h+\delta_{j n} c\right)\left(Q_{j}-D_{j}+I_{0}\right), j=1, \ldots, n, \forall d \in \Omega,  \tag{5.6}\\
& y_{j} \geq\left(s+\delta_{j n}(r-c)\right)\left(D_{j}-Q_{j}-I_{0}\right) j=1, \ldots, n, \forall d \in \Omega, \\
& Q_{n} \geq Q_{n-1} \geq \ldots \geq Q_{1} \geq 0 .
\end{array}
$$

We remark that there are multiple ways of constructing a robust newsvendor model; hence we only talk about 'a' (and not 'the') robust counterpart of (5.5). We define uncertainty per constraint, which is the more common approach in the literature (e.g., Bertsimas and Sim [10], Bertsimas and Thiele [11], Bienstock and Özbay [14], Ben-Tal et al. [8], Bertsimas et al. [12], Mamani et al. [31], Solyalı et al. [41], Wagner [45], etc.). In this case, the terms $y_{j}$ have a natural interpretation with respect to balancing the worst-case costs due to excess as well as insufficient order quantities. Moreover, this leads to closed-form solutions with intuitive properties and structure, as discussed in Section 5.3. However, other researchers have focused on determining a single worst-case demand instance per model, as in Gorissen and Hertog [24] and Ardestani-Jaafari and Delage [2].

Our robust model (5.6) has a linear objective function, and linear constraints, but the constraints are indexed by $d \in \Omega$ - there are infinitely many of them. However, we observe
that for any $j$,

$$
\begin{equation*}
y_{j} \geq\left(h+\delta_{j n} c\right)\left(Q_{j}-D_{j}+I_{0}\right) \forall d \in \Omega \Longleftrightarrow y_{j} \geq \max _{d \in \Omega}\left(h+\delta_{j n} c\right)\left(Q_{j}-D_{j}+I_{0}\right) \tag{5.7}
\end{equation*}
$$

The same is also true for the second set of constraints. Let $\underline{D}_{j}=\min _{d \in \Omega} \sum_{i=1}^{j} d_{i}$ and $\bar{D}_{j}=$ $\max _{d \in \Omega} \sum_{i=1}^{j} d_{i}$ be the smallest and largest possible cumulative demands up to period $j$ respectively. Then, using the observation in (5.7), the robust math program (5.6) can be reformulated as the non-robust linear program

$$
\begin{array}{ll}
\min & \sum_{j=1}^{n} y_{j} \\
\text { s.t. } & y_{j} \geq\left(h+\delta_{j n} c\right)\left(Q_{j}+I_{0}-\underline{D}_{j}\right), j=1, \ldots, n \\
& y_{j} \geq\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-Q_{j}-I_{0}\right) j=1, \ldots, n \\
& Q_{n} \geq Q_{n-1} \geq \ldots \geq Q_{1} \geq 0
\end{array}
$$

This is equivalent to solving $\min _{Q \geq 0} \sum_{j=1}^{n} y_{j}$ where

$$
y_{j}=\max \left\{\left(h+\delta_{j n} c\right)\left(Q_{j}+I_{0}-\underline{D}_{j}\right),\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-Q_{j}-I_{0}\right)\right\}, \quad j=1, \ldots, n .
$$

The terms inside the max are worst-case analogues of those in the nominal case in (5.3). The first term corresponds to a penalty for exceeding even the smallest possible demand, while the second term indicates a cost incurred when the quantity ordered is insufficient for the maximum possible demand. Finally, we define new variables $\tilde{Q}_{j}=Q_{j}+I_{0}$ for all
$j=1, \ldots, n$, and $\tilde{Q}=\left(\tilde{Q}_{1}, \ldots, \tilde{Q}_{n}\right)$ to formulate the equivalent LP

$$
\begin{align*}
\min _{\tilde{Q} \geq 0} & \sum_{j=1}^{n} y_{j} \\
\text { s.t. } & y_{j} \geq\left(h+\delta_{j n} c\right)\left(\tilde{Q}_{j}-\underline{D}_{j}\right), j=1, \ldots, n  \tag{5.8}\\
& y_{j} \geq\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-\tilde{Q}_{j}\right) j=1, \ldots, n, \\
& \tilde{Q}_{n} \geq \tilde{Q}_{n} \geq \ldots \tilde{Q}_{1} \geq I_{0}
\end{align*}
$$

### 5.3 Closed-form Solutions for an Arbitrary Uncertainty Set

In this section, we provide closed-form expressions for the optimal solution to the robust newsvendor model (5.8), along with a proof of optimality. Here, we treat $\underline{D}_{j}$ and $\bar{D}_{j}$, $j=1, \ldots, n$, as known constants. Section 5.3.2 elaborates on how these may be obtained analytically for some uncertainty sets which commonly arise in practice.

For any $j, y_{j}$ is the maximum of two linear functions of $\tilde{Q}$, and we first find the points of intersections of these straight lines by equating the right-hand-sides of the first two inequalities. For any $j$,

$$
\begin{aligned}
\left(h+\delta_{j n} c\right)\left(\tilde{Q}_{j}-\underline{D}_{j}\right) & =\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-\tilde{Q}_{j}\right) \\
\Longrightarrow\left(s+h+\delta_{j n} r\right) \tilde{Q}_{j} & =\left(s+\delta_{j n}(r-c)\right) \bar{D}_{j}+\left(h+\delta_{j n} c\right) \underline{D}_{j} \\
\Longrightarrow \tilde{Q}_{j} & =\frac{\left(s+\delta_{j n}(r-c)\right) \bar{D}_{j}+\left(h+\delta_{j n} c\right) \underline{D}_{j}}{s+h+\delta_{j n} r} .
\end{aligned}
$$

Define

$$
\bar{Q}_{j}= \begin{cases}\frac{h \underline{D}_{j}+s \bar{D}_{j}}{s+h}, & j<n \\ \frac{(h+c) \underline{D_{j}}+(s+r-c) \bar{D}_{j}}{s+h+r}, & j=n .\end{cases}
$$

We emphasize that $\bar{Q}_{j}$ are constants which can be computed once $\underline{D}_{j}$ and $\bar{D}_{j}$ are known. They will serve as candidates for the optimal cumulative order quantity in period $j$ when such a solution is feasible. They also have certain properties that are desirable in the optimal solution. In particular, we expect the optimal order quantities to be increasing in the per
unit revenue $r$ and the shortage cost $s$, but decreasing in the purchase cost $c$ and holding cost $h$; these properties hold for $\bar{Q}_{j}$. Furthermore, note that $\bar{Q}_{j} \geq \bar{Q}_{j-1}$ for all $j=2, \ldots, n-1$, since $\underline{D}_{j-1} \leq \underline{D}_{j}$ and $\bar{D}_{j-1} \leq \bar{D}_{j}$. However, we do not necessarily have $\bar{Q}_{n} \geq \bar{Q}_{n-1}$. We may also have $\bar{Q}_{1}<I_{0}$. Hence, the solution $\tilde{Q}_{j}=\bar{Q}_{j} \forall j$ may not be feasible. Nonetheless, the quantities $\bar{Q}_{j}$ are used to define an optimal solution to (5.8) as shown below. Let $\tilde{Q}^{*}=\left(\tilde{Q}_{1}^{*}, \ldots, \tilde{Q}_{n}^{*}\right)$ denote this solution.

Theorem 5.3.1. Let $k$ be the largest integer in $\{1,2, \ldots, n\}$ for which $\bar{Q}_{k-1} \leq \bar{Q}_{n}$ (where $\left.\bar{Q}_{0}=\min \left\{I_{0}, 0\right\}\right)$.
(A) If $(n-k) s \leq h+c$, then the optimal solution to (5.8) is

$$
\tilde{Q}_{j}^{*}= \begin{cases}\max \left\{\bar{Q}_{j}, I_{0}\right\}, & j=1, \ldots, k-1 \\ \max \left\{\bar{Q}_{n}, I_{0}\right\}, & j=k, \ldots, n\end{cases}
$$

(B) If $(n-k) s>h+c$, let $m$ be the smallest integer in $\{k, \ldots, n-1\}$ for which $(n-m-1) s \leq$ $h+c$. Then the optimal solution to (5.8) is

$$
\tilde{Q}_{j}^{*}= \begin{cases}\max \left\{\bar{Q}_{j}, I_{0}\right\}, & j=1, \ldots, m-1, \\ \max \left\{\bar{Q}_{m}, I_{0}\right\}, & j=m, \ldots, n\end{cases}
$$

Proof. Proof of Theorem 5.3.1: Note that $k$ and $m$ always exist. The theorem will be proved using duality. The dual of (5.8) is

$$
\begin{array}{ll}
\max & \sum_{i=1}^{n}-\left(h+\delta_{i n} c\right) \underline{D}_{i} u_{i}+\left(s+\delta_{i n}(r-c)\right) \bar{D}_{i} v_{i}+I_{0} w_{1} \\
\text { s.t. } & -h u_{i}+s v_{i}+w_{i}-w_{i+1} \leq 0, i=1, \ldots, n-1, \\
& -(h+c) u_{n}+(s+r-c) v_{n}+w_{n} \leq 0,  \tag{5.11}\\
& u_{i}+v_{i}=1, i=1, \ldots, n, \\
& u_{i}, v_{i}, w_{i} \geq 0, i=1, \ldots, n .
\end{array}
$$

Since $v_{i}=1-u_{i}$ for all $i$, constraints (5.10) and (5.11) can be rewritten as

$$
\begin{align*}
-(s+h) u_{i}+s+w_{i}-w_{i+1} & \leq 0, i=1, \ldots, n-1  \tag{5.12}\\
-(s+h+r) u_{n}+s+r-c+w_{n} & \leq 0 \tag{5.13}
\end{align*}
$$

The primal LP has primary variables $\tilde{Q}_{j}$ and auxiliary variables $y_{j}$ which, given $\tilde{Q}$, can be solved for as below.

$$
\begin{align*}
y_{j} & =\max \left\{\left(h+\delta_{j n} c\right)\left(\tilde{Q}_{j}-\underline{D}_{j}\right),\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-\tilde{Q}_{j}\right)\right\} \\
& =\max \left\{\left(h+\delta_{j n} c\right)\left(\tilde{Q}_{j}-\underline{D}_{j}\right)-\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-\tilde{Q}_{j}\right), 0\right\}+\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-\tilde{Q}_{j}\right) \\
& =\left(s+h+\delta_{j n} r\right) \max \left\{\tilde{Q}_{j}-\frac{\left.\left(h+\delta_{j n} c\right) \underline{D}_{j}\right)+\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}\right]}{\left(s+h+\delta_{j n} r\right)}, 0\right\} \\
& +\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-\tilde{Q}_{j}\right)  \tag{5.14}\\
& = \begin{cases}\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-\tilde{Q}_{j}\right), & \text { if } \tilde{Q}_{j} \leq \bar{Q}_{j}, \\
\left(h+\delta_{j n} c\right)\left(\tilde{Q}_{j}-\underline{D}_{j}\right), & \text { if } \tilde{Q}_{j} \geq \bar{Q}_{j},\end{cases} \tag{5.15}
\end{align*}
$$

We will prove the theorem separately for cases (A) and (B).
In case (A), $k$ is the largest index in $\{1, \ldots, n\}$ so that $\bar{Q}_{k-1} \leq \bar{Q}_{n}$, and $(n-k) s \leq h+c$. We will consider three sub-cases.

Case A-1: $\quad I_{0}<\bar{Q}_{n}$.
Then, let $l$ be the largest index in $\{0,1, \ldots, k-1\}$ for which $I_{0} \geq \bar{Q}_{l}$. Therefore, $\bar{Q}_{l} \leq I_{0}<\bar{Q}_{l+1}$. The proposed solution takes the form

$$
\tilde{Q}_{j}^{*}= \begin{cases}I_{0}, & 1 \leq j \leq l \\ \bar{Q}_{j}, & l<j<k \\ \bar{Q}_{n}, & k \leq j\end{cases}
$$

Note that $\tilde{Q}_{j}^{*} \geq \bar{Q}_{j}$ for $1 \leq j \leq l$, and $\tilde{Q}_{j}^{*} \leq \bar{Q}_{j}$ for $j>l$. Therefore, we use Equation (5.15) to compute

$$
y_{j}=\left\{\begin{array}{ll}
\left(h+\delta_{j n} c\right)\left(\tilde{Q}_{j}^{*}-\underline{D}_{j}\right), & 1 \leq j \leq l, \\
\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-\tilde{Q}_{j}^{*}\right), & j>l,
\end{array}= \begin{cases}h\left(I_{0}-\underline{D}_{j}\right), & 1 \leq j \leq l \\
s\left(\bar{D}_{j}-\bar{Q}_{j}\right), & l<j<k \\
\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-\bar{Q}_{n}\right), & k \leq j\end{cases}\right.
$$

Thus, the primal objective function value is

$$
\begin{aligned}
z_{P} & =l h I_{0}-h \sum_{j=1}^{l} \underline{D}_{j}+\frac{s h}{s+h} \sum_{j=l+1}^{k-1}\left(\bar{D}_{j}-\underline{D}_{j}\right)+s \sum_{j=k}^{n-1} \bar{D}_{j}-(n-k) s \bar{Q}_{n} \\
& +\frac{(h+c)(s+r-c)}{s+h+r}\left(\bar{D}_{n}-\underline{D}_{n}\right) .
\end{aligned}
$$

Consider the dual solution
$u_{i}=\left\{\begin{array}{ll}1, & 1 \leq i \leq l, \\ \frac{s}{s+h}, & l<i<k, \\ 0, & k \leq i<n, \\ \frac{s+r-c+(n-k) s}{s+h+r}, & i=n,\end{array} \quad v_{i}=\left\{\begin{array}{ll}0, & l<i<k, \\ \frac{h}{s+h}, \\ 1, & k \leq i<n, \\ \frac{h+c-(n-k) s}{s+h+r}, & i=n,\end{array} \quad w_{i}= \begin{cases}(l-i+1) h, & 1 \leq i \leq l, \\ 0, & l<k, \\ (i-k) s, & k \leq i \leq n .\end{cases}\right.\right.$
Since $0 \leq h+c-(n-k) s \leq h+c \leq r+h+s$, we have $0 \leq v_{n} \leq 1$. Furthermore, $u_{i}=1-v_{i}$ for all $i$. Clearly, $u_{i}, v_{i}, w_{i} \geq 0$ for all $i$. We only need to verify constraints (5.12) and (5.13) to guarantee feasibility of the dual solution.

$$
\begin{aligned}
& 1 \leq i \leq l:-(s+h) u_{i}+s+w_{i}-w_{i+1}=-(s+h)+s+(l-i+1) h-(l-i) h=0 \\
& l<i<k:-(s+h) u_{i}+s+w_{i}-w_{i+1}=-s+s+0-0=0 \\
& k \leq i<n:-(s+h) u_{i}+s+w_{i}-w_{i+1}=0+s+(i-k) s-(i+1-k) s=0 \\
& \quad i=n:-(s+h+r) u_{n}+(s+r-c)+w_{n}=-(s+r-c)-(n-k) s+(s+r-c)+(n-k) s=0
\end{aligned}
$$

Hence, the proposed dual solution is feasible, and its objective function value is

$$
\begin{aligned}
z_{D} & =-h \sum_{i=1}^{l} \underline{D}_{i}+\frac{s h}{s+h} \sum_{i=l+1}^{k-1}\left(\bar{D}_{i}-\underline{D}_{i}\right)+s \sum_{i=k}^{n-1} \bar{D}_{i}+\frac{(s+r-c)(h+c)}{s+h+r}\left(\bar{D}_{n}-\underline{D}_{n}\right) \\
& -\frac{(n-k) s}{s+h+r}\left((h+c) \underline{D}_{n}+(s+r-c) \bar{D}_{n}\right)+l h I_{0} \\
& =-h \sum_{i=1}^{l} \underline{D}_{i}+\frac{s h}{s+h} \sum_{i=l+1}^{k-1}\left(\bar{D}_{i}-\underline{D}_{i}\right)+s \sum_{i=k}^{n-1} \bar{D}_{i}+\frac{(s+r-c)(h+c)}{s+h+r}\left(\bar{D}_{n}-\underline{D}_{n}\right) \\
& -(n-k) s \bar{Q}_{n}+l h I_{0} \\
& =z_{P} .
\end{aligned}
$$

Hence, the proposed solution is optimal.

Case A-2: $\quad I_{0} \geq \bar{Q}_{n}$ and $I_{0}<\bar{Q}_{l}$ for some $l$.
In this case, the proposed solution is $\tilde{Q}_{j}^{*}=I_{0}$ for all $j$.
Let $l$ be the smallest index in $\{k, k+1, \ldots, n-1\}$ for which $\bar{Q}_{l}>I_{0}$. Therefore, $\tilde{Q}_{j}^{*}<\bar{Q}_{j}$ for $l \leq j \leq n-1$ and $\tilde{Q}_{j}^{*} \geq \bar{Q}_{j}$ for all other $j$. Thus, from Equation (5.15),

$$
y_{j}= \begin{cases}h\left(I_{0}-\underline{D}_{j}\right), & j<l, \\ s\left(\bar{D}_{j}-I_{0}\right), & l \leq j \leq n-1, \\ (h+c)\left(I_{0}-\underline{D}_{n}\right), & j=n\end{cases}
$$

The primal objective value for this solution is

$$
z_{P}=(l-1) h-h \sum_{j=1}^{l-1} \underline{D}_{j}+s \sum_{j=l}^{n-1} \bar{D}_{j}-(n-l) s I_{0}+(h+c)\left(I_{0}-\underline{D}_{n}\right) .
$$

Consider the dual solution

$$
u_{i}=\left\{\begin{array}{ll}
1, & i<l, \\
0, & l \leq i<n, \\
1, & i=n,
\end{array}, \quad v_{i}=\left\{\begin{array}{ll}
0, & i<l, \\
1, & l \leq i<n, \\
0, & i=n
\end{array}, \quad w_{i}= \begin{cases}h+c-(n-l) s+(l-i) h, & i<l \\
h+c-(n-i) s, & l \leq i \leq n\end{cases}\right.\right.
$$

Since $l \geq k$, we have $(n-l) s \leq(n-k) s \leq h+c$. So $u_{i}, v_{i}, w_{i} \geq 0$ and $u_{i}+v_{i}=1$ for all $i$. Once again, verifying the constraints (5.12) and (5.13) gives us the following.

$$
\begin{aligned}
& 1 \leq i<l:-(s+h) u_{i}+s+w_{i}-w_{i+1}=-(s+h)+s+(l-i) h-(l-i-1) h=0 \\
& l \leq i<n:-(s+h) u_{i}+s+w_{i}-w_{i+1}=0+s-(n-i) s+(n-i-1) s=0 \\
& \quad i=n:-(s+h+r) u_{n}+(s+r-c)+w_{n}=-(s+h+r)+(s+r-c)+(h+c)=0
\end{aligned}
$$

Once again, the proposed dual solution is feasible and the corresponding dual objective value is

$$
z_{D}=-h \sum_{i=1}^{l-1} \underline{D}_{i}+s \sum_{i=l}^{n-1} \bar{D}_{i}-(h+c) \underline{D}_{n}+I_{0}(h+c-(n-l) s+(l-1) h)=z_{P} .
$$

Hence the solution is optimal.

Case A-3: $\quad I_{0}>\bar{Q}_{j}$ for all $j \in\{1, \ldots, n\}$.
In this case, $\tilde{Q}_{j}^{*}=I_{0} \geq \bar{Q}_{j}$ for all $j$. From Equation (5.15), we have

$$
\begin{aligned}
y_{j} & =\left(h+\delta_{j n} c\right)\left(\tilde{Q}_{j}^{*}-\underline{D}_{j}\right)=\left(h+\delta_{j n} c\right)\left(I_{0}-\underline{D}_{j}\right) \forall j \\
\Longrightarrow z_{P} & =\sum_{j=1}^{n} y_{j}=(n h+c) I_{0}-\sum_{j=1}^{n}\left(h+\delta_{j n} c\right) \underline{D}_{j} .
\end{aligned}
$$

Consider the dual solution

$$
u_{i}=1 \forall i, v_{i}=0 \forall i, w_{i}=c+(n-i+1) h \forall i .
$$

Then, for $i<n,-(s+h) u_{i}+s+w_{i}-w_{i+1}=-h+(n-i+1) h-(n-i) h=0$, and $-(s+h+r) u_{n}+(s+r-c)+w_{n}=-(s+h+r)+(s+r-c)+h+c=0$ as well. Thus, the proposed dual solution is feasible, and the dual objective value is

$$
z_{D}=\sum_{i=1}^{n}-\left(h+\delta_{i n} c\right) \underline{D}_{i}+I_{0}(c+n h)=z_{P}
$$

Hence, the proposed solution is optimal.

This concludes the proof for case (A), and we now proceed to case (B). Note that this arises only when $k<n$. So $\bar{Q}_{k-1} \leq \bar{Q}_{n}<\bar{Q}_{k}$. Also, $m \geq k$ is chosen so that $(n-m-1) s \leq$ $h+c<(n-m) s$.

As before, we consider three sub-cases.

Case B-1: $\quad I_{0}<\bar{Q}_{m}$.

Let $l$ be the largest index in $\{0,1, \ldots, m-1\}$ for which $I_{0} \geq \bar{Q}_{l}$. Therefore, $\bar{Q}_{l} \leq I_{0}<$ $\bar{Q}_{l+1}$. The proposed solution is

$$
\tilde{Q}_{j}^{*}= \begin{cases}I_{0}, & 1 \leq j \leq l \\ \bar{Q}_{j}, & l<j<m \\ \bar{Q}_{m}, & m \leq j\end{cases}
$$

From Equation (5.15), we have

$$
\begin{aligned}
y_{j}=\left\{\begin{array}{ll}
h\left(\tilde{Q}_{j}^{*}-\underline{D}_{j}\right), & j \leq l, \\
s\left(\bar{D}_{j}-\tilde{Q}_{j}^{*}\right), & l<j<n, \\
(h+c)\left(\tilde{Q}_{n}^{*}-\underline{D}_{n}\right), & j=n
\end{array}= \begin{cases}h\left(I_{0}-\underline{D}_{j}\right), & j \leq l, \\
s\left(\bar{D}_{j}-\bar{Q}_{j}\right), & m<j<n, \\
s\left(\bar{D}_{j}-\bar{Q}_{m}\right), & j=n, \\
(h+c)\left(\bar{Q}_{m}-\underline{D}_{n}\right), & j=n, \\
\Longrightarrow z_{P}=\sum_{j=1}^{n} y_{j} & =l h I_{0}-h \sum_{j=1}^{l} \underline{D}_{j}+\frac{s h}{s+h} \sum_{j=l+1}^{m}\left(\bar{D}_{j}-\underline{D}_{j}\right)+s \sum_{j=m+1}^{n-1} \bar{D}_{j} \\
& +(h+c-(n-m-1) s) \bar{Q}_{m}-(h+c) \underline{D}_{n} .\end{cases} \right.
\end{aligned}
$$

Consider the dual solution

$$
\begin{gathered}
u_{i}=\left\{\begin{array}{lll}
1, & i \leq l, \\
\frac{s}{s+h}, & l<i<m, \\
\frac{s-(h+c)+(n-m-1) s}{s+h}, & i=m, \\
0, & m<i<n, \\
1, & i=n, \\
\frac{h}{s+h}, & l<i<m \\
\frac{h+(h+c)-(n-m-1) s}{s+h}, & i=m, \\
1, & m<i<n, \\
0, & i=n,
\end{array}\right. \\
w_{i}= \begin{cases}(l-i+1) h, \\
0, & l<i \leq m, \\
h+c-(n-i) s, & m<i \leq n .\end{cases}
\end{gathered}
$$

$u_{m}=(n-m) s-(h+c) \geq 0$ by choice of $m$. Also, $(h+c)-(n-m-1) s \geq 0$ implies that
$v_{m} \geq 0$. In fact, $u_{i}, v_{i}, w_{i} \geq 0$ and $u_{i}+v_{1}=1$ for all $i$. Furthermore,

$$
\begin{aligned}
& 1 \leq i \leq l:-(s+h) u_{i}+s+w_{i}-w_{i+1}=-h+(l-i+1) h-(l-i) h=0 \\
& l<i<m:-(s+h) u_{i}+s+w_{i}-w_{i+1}=-s+s+0-0=0 \\
& \quad i=m:-(s+h) u_{i}+s+w_{i}-w_{i+1}=(h+c)-(n-m-1) s-(h+c)+(n-m-1) s=0 \\
& m<i<n:-(s+h) u_{i}+s+w_{i}-w_{i+1}=s-(n-i) s+(n-i-1) s=0 \\
& \quad i=n:-(s+h+r) u_{n}+(s+r-c)+w_{n}=-(s+h+r)+(s+r-c)+(h+c)=0
\end{aligned}
$$

Therefore, this dual solution is feasible, and the objective function evaluates to

$$
\begin{aligned}
z_{D} & =-h \sum_{i=1}^{l} \underline{D}_{i}+\frac{s h}{s+h} \sum_{i=l+1}^{m}\left(\bar{D}_{i}-\underline{D}_{i}\right)+(h+c-(n-m-1) s) \bar{Q}_{m} \\
& +s \sum_{i=m+1}^{n-1} \bar{D}_{i}-(h+c) \underline{D}_{n}+I_{0} l h=z_{P} .
\end{aligned}
$$

Hence, the solution is optimal.

Case B-2: $\quad \bar{Q}_{m} \leq I_{0}$ and $\bar{Q}_{l}>I_{0}$ for some $l$.
The proof follows exactly the same logic as Case A-2.
Then, $\tilde{Q}_{j}^{*}=I_{0}$ for all $j$. Let $l$ be the smallest index in $\{m+1, \ldots, n-1\}$ for which $\bar{Q}_{l}>I_{0}$. Therefore, $\tilde{Q}_{j}^{*}<\bar{Q}_{j}$ for $l \leq j \leq n-1$ and $\tilde{Q}_{j}^{*} \geq \bar{Q}_{j}$ for all other $j$. Thus, from Equation (5.15),

$$
\begin{gathered}
y_{j}= \begin{cases}h\left(I_{0}-\underline{D}_{j}\right), & j<l, \\
s\left(\bar{D}_{j}-I_{0}\right), & l \leq j \leq n-1, \\
(h+c)\left(I_{0}-\underline{D}_{n}\right), & j=n\end{cases} \\
\Longrightarrow z_{P}=\sum_{j=1}^{n} y_{j}=(l-1) h-h \sum_{j=1}^{l-1} \underline{D}_{j}+s \sum_{j=l}^{n-1} \bar{D}_{j}-(n-l) s I_{0}+(h+c)\left(I_{0}-\underline{D}_{n}\right) .
\end{gathered}
$$

Again, consider the dual solution
$u_{i}=\left\{\begin{array}{ll}1, & i<l, \\ 0, & l \leq i<n, \\ 1, & i=n,\end{array} \quad v_{i}=\left\{\begin{array}{ll}0, & i<l, \\ 1, & l \leq i<n, \\ 0, & i=n,\end{array} \quad w_{i}= \begin{cases}h+c-(n-l) s+(l-i) h, & i<l, \\ h+c-(n-i) s, & l \leq i \leq n .\end{cases}\right.\right.$
This solution is feasible as shown in proof of case A-2, and the corresponding objective function value is

$$
z_{D}=-h \sum_{i=1}^{l-1} \underline{D}_{i}+s \sum_{i=l}^{n-1} \bar{D}_{i}-(h+c) \underline{D}_{n}+I_{0}(h+c-(n-l) s+(l-1) h)=z_{P} .
$$

Hence the solution is optimal.

Case B-3: $\quad I_{0}>\bar{Q}_{j}$ for all $j \in\{1, \ldots, n\}$.
This proof is identical to Case A-3, and therefore omitted.

Theorem 5.3.1 provides an optimal solution to (5.8), and the following corollary uses it to obtain the robust optimal order quantities $q_{j}^{*}$ in each period $j$.

Corollary 5.3.2 (Optimal Order Quantities). Let $k$ be the largest integer in $\{1,2, \ldots, n\}$ for which $\bar{Q}_{k-1} \leq \bar{Q}_{n}$ (where $\bar{Q}_{0}=\min \left\{I_{0}, 0\right\}$ ).
(A) If $(n-k) s \leq h+c$, then the optimal order quantities are given by

$$
q_{j}^{*}= \begin{cases}\left(\bar{Q}_{j}-I_{0}\right)^{+}, & j=1, \\ \left(Q_{j}-I_{0}\right)^{+}-\left(Q_{j-1}-I_{0}\right)^{+}, & j=2, \ldots, k-1, \\ \left(Q_{n}-I_{0}\right)^{+}-\left(Q_{k-1}-I_{0}\right)^{+}, & j=k, \\ 0, & j=k+1, \ldots, n\end{cases}
$$

(B) If $(n-k) s>h+c$, let $m$ be the smallest integer in $\{k, \ldots, n-1\}$ for which $(n-m-1) s \leq$ $h+c$. Then the optimal order quantities are given by

$$
q_{j}^{*}= \begin{cases}\left(\bar{Q}_{1}-I_{0}\right)^{+}, & j=1, \\ \left(\bar{Q}_{j}-I_{0}\right)^{+}-\left(\bar{Q}_{j-1}-I_{0}\right)^{+}, & j=1, \ldots, m \\ 0, & j=m+1, \ldots, n\end{cases}
$$

Proof. Proof: From Theorem 5.3.1, $\tilde{Q}_{1}^{*}=\max \left\{\bar{Q}_{1}, I_{0}\right\}$. Therefore,

$$
q_{1}^{*}=Q_{1}^{*}=\tilde{Q}_{1}^{*}-I_{0}=\max \left\{\bar{Q}_{1}, I_{0}\right\}-I_{0}=\max \left\{\bar{Q}_{1}-I_{0}, 0\right\}+I_{0}-I_{0}=\left(\bar{Q}_{1}-I_{0}\right)^{+}
$$

The rest of the proof is similar. For any $i$ and $j$, we have

$$
\begin{aligned}
\max \left\{\bar{Q}_{i}, I_{0}\right\}-\max \left\{\bar{Q}_{j}, I_{0}\right\} & =\left(\max \left\{\bar{Q}_{i}-I_{0}, 0\right\}+I_{0}\right)-\left(\max \left\{\bar{Q}_{j}-I_{0}, 0\right\}+I_{0}\right) \\
& =\left(\bar{Q}_{i}-I_{0}\right)^{+}-\left(\bar{Q}_{j}-I_{0}\right)^{+}
\end{aligned}
$$

This, along with the fact that $q_{j}^{*}=Q_{j}^{*}-Q_{j-1}^{*}=\tilde{Q}_{j}^{*}-\tilde{Q}_{j-1}^{*}$ for $j=2, \ldots, n$, completes the proof.

### 5.3.1 Discussion

Recall that the seller's objective is to minimize the sum of the variables $y_{j}$, where

$$
y_{j}=\max \left\{\left(h+\delta_{j n} c\right)\left(Q_{j}+I_{0}-\underline{D}_{j}\right),\left(s+\delta_{j n}(r-c)\right)\left(\bar{D}_{j}-Q_{j}-I_{0}\right)\right\}, j=1, \ldots, n .
$$

For each $j, y_{j}$ is the maximum of two costs, the first of which is incurred when the stock in period $j$ exceeds the worst-case cumulative demand through the first $j$ periods, penalizing any excess inventory. The second term corresponds to shortage and is incurred when the
worst-case cumulative demand is more than the current stock and the seller is unable to fulfill it. Minimizing $y_{j}$ amounts to simultaneously minimizing both these terms, a task best achieved when the two costs become equal. This happens when $Q_{j}=\bar{Q}_{j}+I_{0}$ for all $j$, which yields order quantities

$$
\begin{equation*}
\hat{q}_{1}=\bar{Q}_{1}-I_{0}, \text { and } \hat{q}_{j}=Q_{j}-Q_{j-1}=\bar{Q}_{j}-\bar{Q}_{j-1}, \text { for } j=2, \ldots, n \tag{5.16}
\end{equation*}
$$

Of course, these order quantities may not be feasible. Infeasibility occurs if $\hat{q}_{j}$ is negative for any $j$. Note that, for $j=2, \ldots, n-1, \bar{Q}_{j} \geq \bar{Q}_{j-1}$ by definition, so we always have $\hat{q}_{2}, \ldots, \hat{q}_{n-1} \geq 0$. In other words, only $\hat{q}_{1}$ and $\hat{q}_{n}$ can potentially take negative values.

For simplicity, let us first consider the case where $I_{0}=0$, that is, the seller has no initial inventory. This further implies that $\hat{q}_{1} \geq 0$. When $\bar{Q}_{n} \geq \bar{Q}_{n-1}$, the solution defined in (5.16) is feasible and, in fact, optimal by case (A) of Corollary 5.3.2. On the other hand, when $\bar{Q}_{n}<\bar{Q}_{n-1}$, we have $\hat{q}_{n}<0$ and the solution proposed in (5.16) is no longer feasible. Nonetheless, the quantities $\bar{Q}_{j}$ help us in constructing an optimal solution.

Let $k \in\{1,2, \ldots, n-1\}$ be such that $\bar{Q}_{k-1} \leq \bar{Q}_{n}<\bar{Q}_{k}$ (where $\bar{Q}_{0}=0$ ). Based on the ordering of $\bar{Q}_{j}$, we now have several candidate solutions, corresponding to ordering up to some period $m \geq k$. A larger $m$ corresponds both to ordering over a longer horizon, and also to acquiring a larger quantity overall. The choice of $m$ depends on the relationship between the cost parameters. Intuitively, the seller would order smaller quantities if holding costs and purchase costs are higher relative to shortage costs, even if that means forgoing some of the demand. That is, if $s$ is large relative to $h+c, m$ is also large. The converse is true if this relationship is reversed.

Corollary (5.3.2) makes this idea more precise. The per-unit shortage cost $s$ is a positive number and lies between some consecutive multiples of $h+c$. If $s \leq \frac{1}{n-k}(h+c)$, holding and purchase costs outweigh shortage costs and the seller only orders the product until period $k$ and then stops; the total amount ordered over the entire horizon is $\bar{Q}_{n}$. However, if $\frac{1}{n-k}(h+c)<s \leq \frac{1}{n-(k+1)}(h+c)$, the shortage costs are more significant than in the
previous case. The seller still orders up to period $k$ but the final cumulative order quantity is $\bar{Q}_{k}>\bar{Q}_{n}$. Let us go one step further. If $\frac{1}{n-(k+1)}(h+c)<s \leq \frac{1}{n-(k+2)}(h+c)$, the shortage costs carry even more weight. Consequently, the seller orders up to period $k+1$ and the total quantity ordered is $\bar{Q}_{k+1} \geq \bar{Q}_{k}$. In general, suppose $\frac{1}{n-m}(h+c)<s \leq \frac{1}{n-(m+1)}(h+c)$ for some $m \in\{k, \ldots, n-1\}$ (where $1 / 0=\infty$ ). A larger value of $m$ indicates a greater weight on shortage costs, so the seller orders up to period $m$. The cumulative quantity ordered over the entire horizon is $\bar{Q}_{m}$ and it increases with $m$. Observe that no new product is ordered in the last period in any case.

Finally, if $I_{0} \neq 0$, the optimal quantities in the above discussion can be viewed as 'target', or base-stock, inventory levels. Suppose $\bar{Q}_{i}$ was the optimal cumulative order quantity in period $j$ with zero initial inventory (where $i$ is not necessarily equal to $j$ ). If $I_{0}$ happens to be larger than $\bar{Q}_{i}$, the seller already has sufficient stock and no more product is ordered in period $j$. On the other hand, if $I_{0}<\bar{Q}_{i}$, the optimal cumulative order quantity for period $j$ is $\bar{Q}_{i}-I_{0}$. Thus, the seller orders enough product in period $j$ to make up the difference and bring the current stock level up to $\bar{Q}_{i}$. This holds even when $I_{0}<0$ indicating unfulfilled demand at the beginning itself. This is particularly useful in the dynamic variant in Section 5.3.3.

Figure 5.3.1 illustrates the main result on a toy problem with 7 periods. The quantities $Q_{j}^{*}+I_{0}$ are plotted versus $j$. For $j>1$, the jump from period $j-1$ to $j$ gives the optimal quantity to order in period $j$. Hence, an incoming flat line indicates that no product is ordered in period $j$. The left column corresponds to the $I_{0}=0$ case while the right column illustrates the case where there is some positive initial inventory. In this example, $\bar{Q}_{4}<I_{0}<\bar{Q}_{5}$. The case with negative inventory is not illustrated but the general behavior is as in the second column. The top row is for the case where $\bar{Q}_{n} \geq \bar{Q}_{n-1}$. In the examples on the bottom row, $\bar{Q}_{k-1} \leq \bar{Q}_{n}<\bar{Q}_{k}$ for $k=4$. The multiple curves in this case correspond to different values of $m$ depending on the ratio of $s$ to $c+h$.

In Figure 5.1a, we simply have $Q_{j}^{*}=\bar{Q}_{j}$ for all $j$. In Figure 5.1 b , no product is ordered in the first four periods where the initial inventory level $I_{0}$ exceeds the 'target' levels $\bar{Q}_{j}$. In


Figure 5.1: An illustrative plot of $Q_{j}^{*}+I_{0}$ for a robust newsvendor model with seven periods under various relations between the parameters.
period 5 , only the difference $\bar{Q}_{5}-I_{0}$ is ordered to bring the stock up to the target level $\bar{Q}_{5}$. Thereafter, the two cases are identical.

In Figure 5.1c, there is no initial inventory, and the four curves correspond to different ranges on the ratio $s /(c+h)$. As this ratio increases, the total quantity ordered also increases and the product is ordered over a larger horizon as well. In Figure 5.1d, we again assume
that there is some positive initial inventory. In the lower two cases, with $s /(c+h) \leq 1 / 3$ and $1 / 3<s /(c+h) \leq 1 / 2$, the 'target' final order quantities are $\bar{Q}_{7}$ and $\bar{Q}_{4}$ respectively. Since $I_{0}$ exceeds these, no product is ordered at all. In the other two cases, product is ordered in period 5 to make up the difference and bring the stock up to target levels, and the seller then proceeds as in Case 5.1c.

In the end, we observe that the optimal order quantities defined in Corollary 5.3.2 are identical to those obtained in Mamani et al. [31] when $r=0$ (which implies $c=0$ ). We also remark that in some cases, the revenue and ordering cost parameters $r$ and $c$ do not appear explicitly in the optimal order quantities. This may give the impression that the optimal solution is independent of the same; but we note that there is an implicit dependence since the indices $k$ and $m$ are functions of these parameters. In fact, $\bar{Q}_{n}$ is increasing in $r$ and decreasing in $c$. So it is the relation between these and other cost parameters that determines how $\bar{Q}_{n}$ is ordered among the other points $\bar{Q}_{j}, j \neq n$.

### 5.3.2 Closed-form solutions for inner problems

The optimal order quantities in Corollary 5.3.2 are defined in terms of the cost and revenue parameters, as well as the quantities $\underline{D}_{j}$ and $\bar{D}_{j}$. Recall that $\underline{D}_{j}$ is the least possible cumulative demand through period $j$ over all possible demand vectors $d \in \Omega$. Similarly, $\bar{D}_{j}$ is the maximum cumulative demand up to period $j$. These can be computed by numerically solving the following so-called 'inner problems' for all $j$.

$$
\begin{array}{lll}
\underline{D}_{j}=\min \sum_{i=1}^{j} d_{i} & \bar{D}_{j}=\max \sum_{i=1}^{j} d_{i} \\
\text { s.t. } & d \in \Omega, & \text { s.t. } \quad d \in \Omega .
\end{array}
$$

The objective functions are linear in $d$, and these problems can easily be solved to arbitrary accuracy, especially when $\Omega$ is chosen to be a closed, convex set. Even so, the optimal solutions in Corollary 5.3.2 are easier to implement if the worst-case cumulative demands are also available in closed-form. In this section, we describe a class of uncertainty sets which
frequently arises in practice, and explicitly compute $\underline{D}_{j}$ and $\bar{D}_{j}$ for these sets.
Consider an uncertainty set of the form

$$
\begin{equation*}
\Omega=\left\{d=\left(d_{1}, \ldots, d_{n}\right): A \leq \sum_{t=1}^{n} d_{t} \leq B, a_{t} \leq d_{t} \leq b_{t}, t=1, \ldots, n\right\} \tag{5.17}
\end{equation*}
$$

where the parameters $A, B, a_{t}$ and $b_{t}, t=1, \ldots, n$ are chosen so that $\Omega$ is non-empty. In particular, $a_{t} \leq b_{t}$ for all $t$ and $A \leq B$. Since the demand must be nonnegative, let $a_{t} \geq 0$ for all $t$ without loss of generality. Similarly, we can also assume that $A \geq \sum_{t=1}^{n} a_{t}$ and $B \leq \sum_{t=1}^{n} b_{t}$. Many of the uncertainty sets studied in literature fall within this framework, and in the next two lemmas, we obtain the optimal solutions for computing $\underline{D}_{j}$ and $\bar{D}_{j}$ for all $j$. We find that the optimal solution for both of these quantities is independent of $j$.

Lemma 5.3.3. Let $\iota$ be the largest integer in $\{1, \ldots, n\}$ for which

$$
\begin{equation*}
A \leq \sum_{t=1}^{\iota-1} a_{t}+\sum_{t=\iota}^{n} b_{t} \text { and } \sum_{t=1}^{\iota} a_{t}+\sum_{t=\iota+1}^{n} b_{t} \leq B \tag{5.18}
\end{equation*}
$$

Let $\underline{d}^{*}=\left(a_{1}, \ldots, a_{\iota-1}, l_{\iota}, b_{\iota+1}, \ldots, b_{n}\right)$, where $l_{\iota}=A-\sum_{t=1}^{\iota-1} a_{t}-\sum_{t=\iota+1}^{n} b_{t}$. Then, $\underline{D}_{j}=\sum_{t=1}^{j} \underline{d}_{t}^{*}$ for all $j=1, \ldots, n$.

Proof. Proof: We first prove by contradiction that such an $\iota$ must exist. Let $\mathcal{I}_{A} \subseteq\{1, \ldots, n\}$ be the collection of indices for which the first inequality in (5.18) is satisfied. Since $1 \in \mathcal{I}_{A}$, this set is non-empty. Similarly, the set $\mathcal{I}_{B}$ of indices which satisfy the second inequality in (5.18) is also non-empty, as $n \in \mathcal{I}_{B}$. By definition, $\iota=\max \left\{i: i \in \mathcal{I}_{A} \cap \mathcal{I}_{B}\right\}$.

Suppose $\iota$ does not exist. This can only happen if the intersection of $\mathcal{I}_{A}$ and $\mathcal{I}_{B}$ is empty. Let $\iota_{A}$ be the largest element of $\mathcal{I}_{B}$ and $\iota_{B}$ be the smallest element of $\mathcal{I}_{B}$. Then, $1 \leq \iota_{A}<\iota_{B} \leq n$ and $\iota_{A}+1 \notin \mathcal{I}_{A}$. Therefore,

$$
\sum_{t=1}^{\iota_{A}} a_{t}+\sum_{t=\iota_{A}+1}^{n} b_{t}<A \leq B \Longrightarrow \iota_{A} \in \mathcal{I}_{B}
$$

which is a contradiction. Hence, $\mathcal{I}_{A} \cap \mathcal{I}_{B} \neq \varnothing$, and $\iota$ as defined in the statement of the lemma must exist.

Now, we verify the feasibility of the proposed solution. Clearly, $a_{t} \leq \underline{d}_{t}^{*} \leq b_{t}$ for all $t \neq \iota$. From the first inequality in Condition (5.18), we have that $\underline{d}_{\iota}^{*}=l_{\iota} \leq b_{\iota}$. Also, by choice of $\iota$, $\iota+1$ does not satisfy Condition (5.18). So it must violate one of the two inequalities. Since $\iota$ satisfies the second inequality, so must $\iota+1$. Therefore, the first inequality in (5.18) must be violated and we have

$$
\sum_{t=1}^{\iota} a_{t}+\sum_{t=\iota+1}^{n} b_{t}<A \Longrightarrow a_{\iota}<A-\sum_{t=1}^{\iota-1} a_{t}+\sum_{t=\iota+1}^{n} b_{t}=l_{\iota}=\underline{d}_{\iota}^{*}
$$

So $a_{t} \leq \underline{d}_{t}^{*} \leq b_{t}$ for all $t$, and $\sum_{t=1}^{n} \underline{d}_{t}^{*}=A$ by construction. Hence, $\underline{d}^{*} \in \Omega$, that is, the proposed solution is feasible.

For the proof of optimality, we consider any other feasible solution $\hat{d}$. Let $S_{j}(d)=\sum_{t=1}^{j} d_{t}$ for any $d \in \Omega$. Then, for $j<\iota, S_{j}(\hat{d})=\sum_{t=1}^{j} \hat{d}_{t} \geq \sum_{t=1}^{j} a_{t}=\sum_{t=1}^{j} \bar{d}_{t}^{*}=S_{j}\left(\underline{d}^{*}\right)$. Therefore, $S_{j}\left(\underline{d}^{*}\right)=\min _{d \in \Omega} S_{j}(d)=\underline{D}_{j}$, that is, $\underline{d}^{*}$ is an optimal solution for computing $\underline{D}_{j}$. For $j \geq \iota$,

$$
S_{j}\left(\underline{d}^{*}\right)=\sum_{t=1}^{\iota-1} a_{t}+\left(A-\sum_{t=1}^{\iota-1} a_{t}-\sum_{t=\iota+1}^{n} b_{t}\right)+\sum_{t=\iota+1}^{j} b_{t}=A-\sum_{t=j+1}^{n} b_{t} .
$$

Since $\hat{d} \in \Omega$, we have

$$
\sum_{t=1}^{n} \hat{d}_{t} \geq A \Longrightarrow S_{j}(\hat{d})=\sum_{t=1}^{j} \hat{d}_{t} \geq A-\sum_{t=j+1}^{n} \hat{d}_{t} \geq A-\sum_{t=j+1}^{n} b_{t}=S_{j}\left(\underline{d}^{*}\right)
$$

since $-\hat{d}_{t} \geq-b_{t}$ for all $t$. Thus, $S_{j}\left(\underline{d}^{*}\right) \leq S_{j}(\hat{d})$ for all $\hat{d} \in \Omega$ and all $j=1, \ldots, n$. It follows that $\underline{D}_{j}=\sum_{t=1}^{j} \underline{d}_{t}^{*}$ for all $j$.

Lemma 5.3.4. Let $\nu$ be the largest integer in $\{1, \ldots, n\}$ for which

$$
\begin{equation*}
A \leq \sum_{t=1}^{\nu} b_{t}+\sum_{t=\nu+1}^{n} a_{t} \text { and } \sum_{t=1}^{\nu-1} b_{t}+\sum_{t=\nu}^{n} a_{t} \leq B \tag{5.19}
\end{equation*}
$$

Let $\bar{d}^{*}=\left(b_{1}, \ldots, b_{\nu-1}, u_{\nu}, a_{\nu+1}, \ldots, a_{n}\right)$, where $u_{\nu}=B-\sum_{t=1}^{\nu-1} b_{t}-\sum_{t=\nu+1}^{n} a_{t}$. Then, $\bar{D}_{j}=\sum_{t=1}^{j} \bar{d}_{t}^{*}$ for all $j=1, \ldots, n$.

Proof. Proof: The proof is similar to Lemma 5.3.3, and is omitted.

We now examine some special uncertainty sets motivated from the limit theorems in probability and studied in the robust optimization literature. Limit theorems are used to study the asymptotic behavior of sequences and series of random variables. They are particularly useful when the exact distribution of random variables is unknown, and only partial information (like certain moments) is available.

## Central Limit Theorem.

The Central Limit Theorem (CLT) is one of the most powerful and widely used results in probability theory. If $X_{i}, i=1,2, \ldots$, are independent and identically distributed (i.i.d.) random variables with mean $\mu$ and standard deviation $\sigma$, the CLT states that the distribution of the random variable $\left(\sum_{i=1}^{n} X_{i}-n \mu\right) /(\sqrt{n} \sigma)$ approaches that of a standard normal distribution, as $n$ increases. Viewing the demands $d_{j}$ as i.i.d. random variables with known mean $\mu$ and standard deviation $\sigma$ (but unknown distribution), Mamani et al. [31] uses the CLT to formulate the uncertainty set described below.

$$
\begin{equation*}
\Omega^{C L T}=\left\{\left(d_{1}, \ldots, d_{n}\right):-\Gamma \leq \frac{\sum_{t=1}^{n} d_{t}-n \mu}{\sqrt{n} \sigma} \leq \Gamma, \mu-\Gamma \sigma \leq d_{t} \leq \mu+\Gamma \sigma, t=1, \ldots, n\right\} \tag{5.20}
\end{equation*}
$$

This is a special case of (5.17) with $A=n \mu-\sqrt{n} \Gamma \sigma, B=n \mu+\sqrt{n} \Gamma \sigma, a_{t}=\mu-\Gamma \sigma$ and $b_{t}=\mu+\Gamma \sigma$ for all $t$, where we assume that $\mu-\Gamma \sigma \geq 0 . \Gamma>0$ is a tunable parameter which allows us to adjust the conservativeness of the robust approach. Note that $\Gamma=0$ would make $\Omega^{C L T}$ a singleton set, and fix the demand in each period at the mean $\mu$.

We now invoke Lemmas 5.3.3 and 5.3.4 to compute $\underline{D}_{j}$ and $\bar{D}_{j}$ for this uncertainty set. By (5.18), $\iota$ is the largest index in $\{1, \ldots, n\}$ for which

$$
\begin{aligned}
& n \mu-\sqrt{n} \Gamma \sigma \leq(\iota-1)(\mu-\Gamma \sigma)+(n-\iota+1)(\mu+\Gamma \sigma) \\
& \text { and } \iota(\mu-\Gamma \sigma)+(n-\iota)(\mu+\Gamma \sigma) \leq n \mu+\sqrt{n} \Gamma \sigma \\
& \Longleftrightarrow-\sqrt{n} \Gamma \sigma \leq(n-2 \iota+2) \Gamma \sigma \text { and }(n-2 \iota) \Gamma \sigma \leq \sqrt{n} \Gamma \sigma \\
& \Longleftrightarrow n-\sqrt{n} \leq 2 \iota \leq n+\sqrt{n}+2 .
\end{aligned}
$$

A similar calculation using (5.19) shows that $\nu$ is the largest index in $\{1, \ldots, n\}$ for which

$$
n-\sqrt{n} \leq 2 \nu \leq n+\sqrt{n}+2
$$

Thus, $\iota$ and $\nu$ coincide in this case, and we have $\iota=\nu=\lfloor\tau\rfloor+1$, where $\tau=(n+\sqrt{n}) / 2$. Moreover, a simple calculation gives

$$
l_{\iota}=\mu+\Gamma \sigma-2(\tau-\lfloor\tau\rfloor) \Gamma \sigma, \quad u_{\nu}=\mu-\Gamma \sigma+2(\tau-\lfloor\tau\rfloor \Gamma \sigma) .
$$

Therefore,

$$
\begin{aligned}
& \underline{D}_{j}^{C L T}=\min _{d \in \Omega^{C L T}} \sum_{t=1}^{j} d_{t}= \begin{cases}j \mu-j \Gamma \sigma, & j \leq\lfloor\tau\rfloor, \\
j \mu-(2 \tau-j) \Gamma \sigma, & j>\lfloor\tau\rfloor\end{cases} \\
& \bar{D}_{j}^{C L T}=\max _{d \in \Omega^{C L T}} \sum_{t=1}^{j} d_{t}= \begin{cases}j(\mu+\Gamma \sigma), & j \leq\lfloor\tau\rfloor, \\
j \mu+(2 \tau-j) \Gamma \sigma, & j>\lfloor\tau\rfloor .\end{cases}
\end{aligned}
$$

Our set $\Omega^{C L T}$ is a special case of the partial-sum uncertainty sets considered in Mamani et al. [31]. This allows us to get simple expressions for the inner-problem solutions, but we note that these can also be derived from the formulas provided in that paper. From here, we can directly use Corollary 5.3.2 to compute the optimal order quantities for each period.

## Strong Law of Large Numbers.

The Strong Law of Large Numbers (SLLN) is another widely-used limit theorem about the asymptotic behavior of the average of i.i.d. random variables. For i.i.d. random variables $X_{1}, X_{2}, \ldots$, with mean $\mu$, the SLLN states that their average $\sum_{i=1}^{n} X_{i} / n$ concentrates at the mean $\mu$ almost surely as $n \rightarrow \infty$. This motivates the following SLLN-based uncertainty set.

$$
\begin{equation*}
\Omega^{S L}=\left\{\left(d_{1}, \ldots, d_{n}\right): \mu-\epsilon \leq \frac{\sum_{t=1}^{n} d_{t}}{n} \leq \mu+\epsilon, \mu-\delta \leq d_{t} \leq \mu+\delta, t=1, \ldots, n\right\} . \tag{5.21}
\end{equation*}
$$

Here, $\delta$ and $\epsilon$ are tunable parameters such that $0 \leq \epsilon, \delta \leq \mu$. See Wagner [45] for a discussion on how these may be chosen. As in section 5.3.2, a simple calculation shows that $\iota=\nu$. Further, we get from Condition (5.18) that $\iota$ is the largest index for which

$$
\frac{n(\delta-\epsilon)}{2 \delta} \leq \iota \leq \frac{n(\epsilon+\delta)}{2 \delta}+1
$$

Thus, $\iota=\lfloor\xi\rfloor+1$, where $\xi=n(\epsilon+\delta) / 2 \delta$. Moreover,

$$
l_{\iota}=(\mu-\delta)-n \epsilon-(n-2 \iota) \delta, \quad u_{\nu}=(\mu+\delta)+n \epsilon+(n-2 \nu) \delta .
$$

Therefore, using Lemmas 5.3.3 and 5.3.4, we have

$$
\underline{D}_{j}^{S L}=\left\{\begin{array}{ll}
j(\mu-\delta), & j \leq\lfloor\xi\rfloor, \\
j \mu-n \epsilon-(n-j) \delta, & j>\lfloor\xi\rfloor,
\end{array}, \quad \bar{D}_{j}^{S L}= \begin{cases}j(\mu+\delta), & j \leq\lfloor\xi\rfloor \\
j \mu+n \epsilon+(n-j) \delta, & j>\lfloor\xi\rfloor\end{cases}\right.
$$

These are discrete analogs of the expressions for worst-case cumulative demand derived in Wagner [45]. Once again, we can now use Corollary 5.3.2 to find the robust optimal order quantities.

## Law of Iterated Logarithms

The previous limit theorems are obtained by scaling the centralized sum of $n$ i.i.d. random variables by factors $\sqrt{n} \sigma$ and $n$ respectively. A third kind of scaling yields the law of iterated logarithms (LIL). Define $\phi(n)=\sqrt{n \log \log n}$ for all $n$. For i.i.d. random variables $X_{i}$ with mean $\mu$ and variance $\sigma^{2}$, the LIL describes the behavior of $\left(\sum_{i=1}^{n} X_{i}-n \mu\right) / \sigma \sqrt{2} \phi(n)$. Bertsimas et al. [13] uses the LIL to construct uncertainty sets, and we use the same idea here to define $\Omega^{L I L}$ as below.
$\Omega^{L I L}=\left\{\left(d_{1}, \ldots, d_{n}\right):-(1+\epsilon) \leq \frac{\sum_{t=1}^{n} d_{t}-n \mu}{\sigma \sqrt{2} \phi(n)} \leq(1+\epsilon), \mu-\delta \leq d_{t} \leq \mu+\delta, t=1, \ldots, n\right\}$.

Here, too, $\epsilon \geq 0$ and $0 \leq \delta \leq \mu$ are adjustable parameters. This set is also of the form (5.17), with $a_{t}=\mu-\delta, b_{t}=\mu+\delta, A=n \mu-(1+\epsilon) \sigma \sqrt{2} \phi(n)$ and $B=n \mu+(1+\epsilon) \sigma \sqrt{2} \phi(n) . \iota$ and $\nu$ coincide, and take the value

$$
\iota=\nu=\left\lfloor\frac{n \delta+(1+\epsilon) \sigma \sqrt{2} \phi(n)}{2}\right\rfloor+1 .
$$

Moreover,

$$
\begin{aligned}
& \underline{D}_{j}^{L I L}= \begin{cases}j \mu-j \delta, & j<\iota, \\
j \mu-(1+\epsilon) \sigma \sqrt{2} \phi(n)-(n-j) \delta, & j \geq \iota,\end{cases} \\
& \bar{D}_{j}^{L I L}= \begin{cases}j \mu+j \delta, & j<\iota, \\
j \mu+(1+\epsilon) \sigma \sqrt{2} \phi(n)+(n-j) \delta, & j \geq \iota,\end{cases}
\end{aligned}
$$

We remark that closed-form expressions for $\underline{D}_{j}$ and $\bar{D}_{j}$ for LIL-based uncertainty sets are not available in the literature. Here, these formulas can now be used in conjunction with Corollary 5.3.2 to obtain the robust optimal order quantities.

### 5.3.3 Dynamic Variant

In the above setup, we solved a static robust optimization problem which finds the optimal order quantities for every period in one shot. In practice, a seller may use observations from the first $k-1$ periods to inform his decision in the $k$-th period. This motivates a dynamic variant of the robust model based on re-optimization.

At the end of period $k-1$, the seller knows the demand in the first $k-1$ periods $\hat{d}_{1}, \ldots, \hat{d}_{k-1}$, as well as the corresponding order quantities $\hat{q}_{1}, \ldots, \hat{q}_{k-1}$. Consequently, the inventory level $I_{k-1}$ at the end of period $k-1$, given by $\hat{I}_{k-1}=\sum_{j=1}^{k-1}\left(\hat{q}_{j}-\hat{d}_{j}\right)+I_{0}$, is also known. Note that $\hat{I}_{k-1}$ may be of any sign. This is used to define a new robust model for the remaining $n-k+1$ periods. The unknown demand for these periods now varies within a projected uncertainty set $\Omega_{k}$, which comprises all those demand vectors in $\Omega$ whose first $k-1$ components match the observed demand. That is,

$$
\Omega_{k}=\Omega \cap\left\{\left(d_{1}, \ldots, d_{n}\right): d_{i}=\hat{d}_{i}, i=1, \ldots, k-1\right\} .
$$

This yields an ( $n-k+1$ )-period static robust optimization problem with known initial inventory $\hat{I}_{k-1}$, analogous to (5.6).

$$
\begin{array}{ll}
\min & \sum_{j=k}^{n} y_{j} \\
\text { s.t. } & y_{j} \geq\left(h+\delta_{j n} c\right)\left(\sum_{j=k}^{n}\left(q_{j}-d_{j}\right)+\hat{I}_{k-1}\right), j=k, \ldots, n, \forall\left(d_{k}, \ldots, d_{n}\right) \in \Omega_{k}, \\
& y_{j} \geq\left(s+\delta_{j n}(r-c)\right)\left(\sum_{j=k}^{n}\left(d_{j}-q_{j}\right)-\hat{I}_{k-1}\right) j=k, \ldots, n, \forall\left(d_{k}, \ldots, d_{n}\right) \in \Omega_{k}, \\
& q_{k}, q_{k+1}, \ldots, q_{n} \geq 0 .
\end{array}
$$

Optimal solutions to this problem are obtained in closed-form in the same manner as in the static case. Thus, the seller uses the original static model at the beginning of the first period. In every subsequent period, he solves a new robust optimization problem taking into account observations from the previous periods. This rolling-horizon framework is a standard approach for studying dynamic variants of static optimization models; see Mamani et al. [31] and Solyalı et al. [41] for more details.

### 5.4 Benchmarking with Computational Experiments

In the previous sections, we formulated a robust newsvendor model for profit maximization and obtained optimal order quantities for the same. To the best of our knowledge, this is the first model that accounts for revenue in addition to costs. In this section, we present the results of numerical experiments in order to benchmark our model. Since a comparable robust optimization model is not available in the literature, we employ a stochastic model for these experiments.

### 5.4.1 A Stochastic Newsvendor Model

Recall that for a given vector of demands $d$, the problem of finding optimal order quantities reduces to solving the following minimization.

$$
\begin{equation*}
\min _{Q \geq 0} \sum_{j=1}^{n} \max \left\{\left(h+\delta_{j n} c\right)\left(Q_{j}+I_{0}-D_{j}\right),\left(s+\delta_{j n}(r-c)\right)\left(D_{j}-Q_{j}-I_{0}\right)\right\} \tag{5.23}
\end{equation*}
$$

In the stochastic model, demand is treated as a random variable, and the agent tries to find order quantities which maximize his expected profit over the entire horizon. This corresponds to minimizing the expected value of the sum in (5.23). Let $F_{j}$ be the cdf of $D_{j}=\sum_{i=1}^{j} d_{i}$, and
let $F=\left(F_{1}, \ldots, F_{n}\right)$. Then, the stochastic demand variant of (5.23) is

$$
\begin{align*}
z_{S}^{*} & =\min _{Q \geq 0} \mathbf{E}_{F}\left[\sum_{j=1}^{n} \max \left\{\left(h+\delta_{j n} c\right)\left(Q_{j}+I_{0}-D_{j}\right),\left(s+\delta_{j n}(r-c)\right)\left(D_{j}-\left(Q_{j}+I_{0}\right)\right)\right\}\right] \\
& =\min _{Q \geq 0} \mathbf{E}_{F}\left[\sum_{j=1}^{n}\left(h+\delta_{j n} c\right)\left(Q_{j}+I_{0}-D_{j}\right)^{+}+\left(s+\delta_{j n}(r-c)\right)\left(D_{j}-\left(Q_{j}+I_{0}\right)\right)^{+}\right] \\
& =\min _{Q \geq 0} \sum_{j=1}^{n} \mathbf{E}_{F}\left[\left(h+\delta_{j n} c\right)\left(Q_{j}+I_{0}-D_{j}\right)^{+}+\left(s+\delta_{j n}(r-c)\right)\left(D_{j}-\left(Q_{j}+I_{0}\right)\right)^{+}\right] \\
& =\min _{Q \geq 0} \sum_{j=1}^{n} \int_{0}^{\infty}\left(h+\delta_{j n} c\right)\left(Q_{j}+I_{0}-D_{j}\right)^{+} d F_{j}+\int_{0}^{\infty}\left(s+\delta_{j n}(r-c)\right)\left(D_{j}-\left(Q_{j}+I_{0}\right)\right)^{+} d F_{j} \\
& =\min _{Q \geq 0} \sum_{j=1}^{n}\left(h+\delta_{j n} c\right) \int_{0}^{Q_{j}+I_{0}}\left(Q_{j}+I_{0}-D_{j}\right) d F_{j}+\left(s+\delta_{j n}(r-c)\right) \int_{Q_{j}+I_{0}}^{\infty}\left(D_{j}-\left(Q_{j}+I_{0}\right)\right) d F_{j} . \tag{5.24}
\end{align*}
$$

Closed-form optimal solutions.

Let $z_{S}(Q)$ denote the objective function in (5.24). Then,

$$
\begin{aligned}
\frac{\partial z_{S}}{\partial Q_{j}} & = \begin{cases}h \int_{0}^{Q_{j}+I_{0}} d F_{j}-s \int_{Q_{j}+I_{0}}^{\infty} d F_{j}, & j \neq n, \\
(h+c) \int_{0}^{Q_{j}+I_{0}} d F_{j}-(s+r-c) \int_{Q_{j}+I_{0}}^{\infty} d F_{j}, & j=n\end{cases} \\
& = \begin{cases}h F_{j}\left(Q_{j}+I_{0}\right)-s\left(1-F_{j}\left(Q_{j}+I_{0}\right),\right. & j \neq n, \\
(h+c) F_{j}\left(Q_{j}+I_{0}\right)-(s+r-c)\left(1-F_{j}\left(Q_{j}+I_{0}\right),\right. & j=n\end{cases} \\
& = \begin{cases}(s+h) F_{j}\left(Q_{j}+I_{0}\right)-s, & j \neq n, \\
(s+h+r) F_{j}\left(Q_{j}+I_{0}\right)-(s+r-c), & j=n\end{cases}
\end{aligned}
$$

Also,

$$
\frac{\partial z_{S}^{2}}{\partial Q_{i} \partial Q_{j}}= \begin{cases}0, & i \neq j \\ \left(s+h+\delta_{j n} r\right) f_{j}\left(Q_{j}+I_{0}\right), & i=j\end{cases}
$$

Thus, the Hessian of $z_{S}(Q)$ is positive definite, which implies that $z_{S}(\cdot)$ is a convex function over $Q \geq 0$ and a local minimum must be the global minimum. Setting the partial derivatives of $z_{S}$ equal to zero gives

$$
\hat{Q}_{j}= \begin{cases}F_{j}^{-1}\left(\frac{s}{s+h}\right)-I_{0}, & j \neq n  \tag{5.25}\\ F_{n}^{-1}\left(\frac{s+r-c}{s+h+r}\right)-I_{0}, & j=n\end{cases}
$$

$\hat{Q}$ will serve as a candidate optimal solution, but we first check for feasibility. $\hat{Q}$ is feasible if $\hat{Q}_{n} \geq \hat{Q}_{n-1} \geq \ldots \geq \hat{Q}_{1} \geq 0$. This ordering depends on the relation between the cdfs $F_{j}$, which is established in the following lemma.

Lemma 5.4.1. The cumulative demands $D_{j}$ are (stochastically) ordered as $D_{1} \leq D_{2} \leq \ldots \leq$ $D_{n}$.

Proof. Proof: Let $f_{D_{j}}$ and $f_{d_{j}}$ be the probability density functions for $D_{j}$ and $d_{j}$ respectively. Note that $D_{j+1}=D_{j}+d_{j+1}$ for all $j<n$. Therefore, for any $z>0$,

$$
f_{D_{j+1}}(z)=\int_{0}^{z} f_{D_{j}}(z-y) f_{d_{j+1}}(y) d y
$$

For $x>0$, we have

$$
\begin{aligned}
F_{j+1}(x) & =\int_{0}^{x} f_{D_{j+1}}(z) d z=\int_{0}^{x} \int_{0}^{z} f_{D_{j}}(z-y) f_{d_{j+1}}(y) d y d z \\
& =\int_{0}^{x} \int_{y}^{x} f_{D_{j}}(z-y) f_{d_{j+1}}(y) d z d y \quad \text { (changing the order of integration) } \\
& =\int_{0}^{x}\left(\int_{y}^{x} f_{D_{j}}(z-y) d z\right) f_{d_{j+1}}(y) d y=\int_{0}^{x}\left(\int_{0}^{x-y} f_{D_{j}}(u) d u\right) f_{d_{j+1}}(y) d y \\
& =\int_{0}^{x} F_{j}(x-y) f_{d_{j+1}}(y) d y \leq F_{j}(x) \int_{0}^{x} f_{d_{j+1}}(y) d y \leq F_{j}(x) .
\end{aligned}
$$

Since this is true for all $x>0$, it follows that $D_{j} \leq D_{j+1}$.

Lemma 5.4.1 implies that $F_{j+1}^{-1}(y) \geq F_{j}^{-1}(y)$ for all real numbers $y$. It follows from Equation (5.25) that $\hat{Q}_{1} \leq \hat{Q}_{2} \leq \ldots \leq \hat{Q}_{n-1}$. Therefore, infeasibility occurs if $\hat{Q}_{n}<\hat{Q}_{n-1}$, or if $\hat{Q}_{j}<0$ for some $j$. However, we notice that $z_{S}(Q)$ is increasing in each $Q_{j}$ since $\frac{\partial z_{S}}{\partial Q_{j}}>0$. So, whenever the value proposed in (5.25) is infeasible, $Q_{j}$ simply takes the smallest feasible value. Therefore, the optimal solution $Q^{s}$ to the stochastic model is given by

$$
Q_{j}^{s}= \begin{cases}\hat{Q}_{j}^{+}, & j \neq n  \tag{5.26}\\ \max \left\{\hat{Q}_{n}^{+}, \hat{Q}_{n-1}^{+}\right\}, & j=n\end{cases}
$$

The stochastic optimal order quantities are $q_{1}^{s}=Q_{1}^{s}$ and $q_{j}^{s}=Q_{j}^{s}-Q_{j-1}^{s}$ for $j>1$.

### 5.4.2 Computational Experiments

We perform simulation experiments to compare our robust model to the stochastic one described above. In order to compute the stochastic-optimal order quantities in (5.26), the seller must know the demand distribution exactly. This is often not the case in practice, and
the robust model attempts to mitigate the effects of incorrect information. We mimic this phenomenon by assuming that the stochastic model uses a misspecified demand distribution. We consider two cases - one where the parametrized distribution is from the correct family with incorrect parameter values, and the other where the parameter values are accurate but the distribution is not.

## Misspecified distribution:

In the first set of experiments, we examine the case where the assumed distribution $\hat{F}$ in the stochastic model is different from the true demand distribution $F$. We consider two examples corresponding to the assumed demand distribution being a gamma distribution and a negative binomial distribution respectively. These distributions were chosen because they have a non-negative support and are closed under addition. Then, the cumulative demand $D_{j}$ for all $j$ is also gamma and negative-binomially distributed respectively. This is helpful because the optimal solution for the stochastic model uses the cdf $D_{j}$, which is available in closed form for these two cases. An attractive feature of the robust model is that it does not require any such distributional information.

We arbitrarily set the various model parameters as $c=1, h=1, s=1.5, n=20$, $r=1.5$, with the length of the horizon set at $n=20$. The robust model employs the CLT-based uncertainty sets defined in (5.20), using the same values of mean $\mu$ and standard deviation $\sigma$ as in the stochastic model. Recall that $\Gamma \geq 0$ was a parameter used to adjust the degree of conservativeness in the robust model. We repeat the experiment for values of $\Gamma$ in the set $\{0.5,1, \ldots, 4\}$. The stochastic optimal solutions do not depend on $\Gamma$, and the variation is $\Gamma$ allows us to explore the relative performance of the two models as a function of the construction of the uncertainty sets.

We perform $n_{\text {sims }}=2000$ simulations. In each simulation, the true demand is generated using a (truncated) normal distribution with the same mean $(\mu)$ and standard deviation ( $\sigma$ ). The realized profit is computed using the optimal order quantities from both the robust and stochastic models. Two metrics are used to compare performance. The first metric, plotted in


Figure 5.2: Numerical results for the case where the stochastic model assumes an incorrect demand distribution with correct moments.

Figure 5.2a, measures the relative reduction in profit (as a percentage) on using the stochastic model over the robust one, averaged over all the simulations. Thus, a positive value implies that the robust model performs better on average. Figure 5.2b displays the fraction of trials where the robust solution outperforms the other. The blue curves in these figures correspond to the case when the stochastic model assumes that the demand in each period follows a gamma distribution with shape parameter $k=1 / 5$ and scale parameter $\theta=2$. Therefore, the mean is $\mu=k \theta=0.4$, and the standard deviation is $\sigma=\sqrt{k} \theta=0.89$. The red curves show the results for the case where the stochastic model uses a negative binomial distribution for the demand in each period, with probability of success $p=0.95$ and number of failures $k=1$. In this case, $\mu=(1-p) k / p=0.0526$, and $\sigma=\sqrt{(1-p) k} / p=0.2354$. In both cases, the robust model performs better on average. Moreover, the performance of the robust
model appears to peak around a mid-range value of $\Gamma$, which seems reasonable. A very small value of $\Gamma$ corresponds to too small an uncertainty set that is unable to hedge against adverse affects of misspecifications in the data. On the other hand, a large value of $\Gamma$ may be too conservative leading to lower worst-case profits.

## Misspecified distribution:

In the second set of experiments, we assume that the stochastic model correctly assumes that the demand is gamma-distributed, but uses an incorrect estimate of the standard deviation. The CLT-based uncertainty sets also use the same incorrect value of $\sigma$. We examine multiple cases based on the relation between the true and assumed shape parameters for the gamma distribution. As before, we choose $k=1 / 5$ and $\theta=2$. Suppose the true shape parameter is $\hat{k}=\delta k$. We performed the experiments for $\delta \in\{1 / 2,1,3 / 2,2\}$, and the results are plotted in Figure 5.3. Note that the robust model only uses the information on moments while the stochastic model additionally needs the distribution itself. In the case of misspecified moments but correct distribution, one can argue that the stochastic model at least has partially correct information. It is not unexpected, therefore, that the stochastic model appears to perform better in this case. However, the observed behavior is more interesting - the relative performance of the two methods changes as $\delta$ is varied. For the same scale $\theta$, a gamma distribution with a smaller shape-parameter stochastically dominates one with a larger shape-parameter. Therefore, a larger value of $k$ in the stochastic model leads to larger optimal order quantities. When $\delta<1$, the stochastic model overestimates the shapeparameter and the seller orders more product. On the other hand, $\sigma$ increases with $k$. So the CLT-based uncertainty set grows in size as $k$ is increased, which may lead to overly conservative robust solutions. However, as $\delta$ is increased, the uncertainty set gets narrower while the stochastic model prescribes lower order quantities. This is one possible explanation for the varying behavior, but the main takeaway from this experiment is that the robust model is not universally better. In a real-world setting, the preferred model (stochastic or robust) may depend on a variety of factors like the underlying demand distribution or the

(a) The average relative reduction in profit in the stochastic model vs. the robust model.

(b) The fraction of trials where the realized profit for the robust model exceeds that from stochastic model.

Figure 5.3: Numerical results for the case where the stochastic model assumes the correct demand distribution with incorrect moments.
nature of inaccuracy in the estimated data.

### 5.5 Conclusion

In this chapter, we formulated a robust variant of the classical Newsvendor model which accounts for sale revenues as well as purchase, holding and shortage costs. The resulting profit maximization problem was reduced to solving an LP which can be solved analytically. We provided closed-form expressions for the optimal order quantities, and their natural dependence on the relations between the cost and revenue parameters was analyzed. We also solved in closed-form the inner problems for a class of uncertainty sets that subsumes many of the sets studied in the literature. Finally, we compared the performance of the robust model to a stochastic one through numerical experiments.
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[^0]:    ${ }^{1}$ Most MDPs discussed in this chapter are finite-state, finite-action and infinite-horizon; we therefore omit such qualifiers for brevity throughout, unless they are essential for clarity.

